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Abstract

In this dissertation, we discuss how Frequency Modulated Continuous Wave (FMCW) millimetre
wave (mmWave) radar can be used to monitor small motions in the human body. We demonstrate
our technique on three applications: heart rate monitoring, respiration rate monitoring and muscle
activity monitoring. On all three applications, we achieve performance comparable to the current
state of the art. For respiration rate and muscle activity monitoring, we also demonstrate that the
radar can be substituted for ordinary cameras.

Our muscle activity monitoring approach relies on the fact that when muscles contract, they
change in length while their volume remains constant. This leads to changes in the thickness of the
muscle. Our approach measures these thickness changes without contact. Sonomyography (SMG)
uses ultrasound to measure the same signal but with contact. To the best of the author’s knowledge,
this work is the first to demonstrate the monitoring of this signal non-contactly.

The motion of a target within the field of view of a radar can be monitored by range estimation.
However, if the motion is of a sufficiently small magnitude, changes in the position of the target do
not lead to changes in the estimated range. With FMCW mmWave radar, motion can be measured
with micron-level accuracy by extracting the phase signal. By performing frequency analysis on this
phase signal, human heart and respiration rates were estimated with 98.5% and 99.4% accuracy,
respectively. The phase signal was also used to monitor the muscle activity of the vastus lateralis
muscle, achieving results very similar to other approaches that measure muscle activity through
muscle structural changes. It was also shown that two cameras can be used to mimic the radar
phase response to monitor respiration rate and muscle activity with comparable performance.
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Chapter 1

Introduction

In this dissertation, we demonstrate how a commercial off-the-shelf frequency modulated continuous
wave (FMCW) radar and cameras can be used independently but complementarily, to monitor
respiration rate, heart rate and muscle activity, cheaply and non-invasively. We do this by studying
the subtle changes in the position (what we also call small motions) of appropriate parts of the skin
across time in a radar return or video sequence.

1.1 Background
Some biological processes in the human body have the effect of inducing small amplitude motions
of the surface of the skin. Such processes include: respiration, which causes periodic motion of the
chest as air flows into and out of the lungs; the beating of the heart, which causes periodic motion
of the skin (as well as the chest and head [1]) above arteries as blood flows through them; and
muscle activity, which causes motion of the skin above the active muscle. These motions contain
information about the processes that cause them.

This information is vital for assessing the state of health of an individual (hence the term vital
signs). Traditionally, this information is obtained from data captured by sensors placed on or at-
tached at an appropriate position on the skin of the person of interest. For respiration information,
chest straps equipped with force sensors are often worn around the chest, while for heart beat a min-
imum of ten electrodes are placed on the subject’s skin over the chest, arms and legs, in a technique
called electrocardiography (ECG). Similarly for muscle activity information, electrodes are placed
over the muscle of interest, in a technique called electromyography (EMG).

Though ECG and EMG are the current state of the art, they are expensive, invasive, uncom-
fortable, time-consuming, require an understanding of anatomy, training and the preparation of the
subject’s skin through shaving and cleaning with alcohol. Safe, easy to use, low-cost and non-invasive
techniques for monitoring respiration, heart beat and muscle activity are needed.

1.2 Objectives and Scope
The objective of this research is to create a system to track biological processes in the human body
by observing the minute movements they cause on the skin surface and underlying tissues. The
created system should be able to monitor any biological process as long as it produces motion of
sufficient magnitude and structure on the skin surface and underlying tissues. In comparison to
current technologies for monitoring the respective biological processes, the system must be low-cost
and operate without contacting the body. To demonstrate its performance, the developed system
must be tested on some biological processes and compared to similar works in the literature.
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One of the challenges that any non-contact method of monitoring small motion faces is the
corruption of the small motion signal by motions with a larger magnitude. For small motions on the
skin surface, the corrupting motions are usually any movements of the body, such as walking, the
movement of limbs, leaning, turning, etc. Correcting for these random body movements is outside
the scope of this work, though suggestions of how this can be addressed in future work are provided.
Therefore, we make the assumption that the subject whose biological process we are interested in
monitoring stays still throughout the monitoring process.

1.3 Outcomes
Owing to the remote sensing nature of radar and cameras, these were chosen as the sensing modali-
ties for this project. Specifically, Texas Instruments’ IWR6843ISK FMCW mmWave radar was used
due to its ability to measure displacements with micron-level accuracy. Two GoPro HERO 7 Black
cameras were used. Almost any pair of cameras could have been used. GoPros were used only
because they were readily available in the laboratory. Because of the decision to use both radar and
cameras independently, the developed system has the complementary strengths of the two sensors.

Cameras are readily available, easy to use and inexpensive. However, cameras suffer from oc-
clusions e.g. by clothes, rely on good lighting conditions and the recording of people in video may
infringe on their privacy. Though radar is more complicated to use, it can penetrate through clothing,
performs well under poor lighting conditions and raises no privacy concerns. The radar component
of the system costs $640 while the camera component costs $732.

The system’s radar component transmits radio waves that are modulated by small motions on
the skin and underlying tissues before being received by the radar. Analysis of this received signal
reveals the information of interest. Specifically, a Fourier transform is applied on the first received
chirp. From this, an estimate of how far the person is from the radar is made. This range estimate
is then used to select and extract the phase of the correct Fourier coefficient. Extracting this phase
from all the received chirps gives the phase signal which encodes the small motion. The camera
subsystem uses triangulation to track the 3D position of a point on the skin. This position is then
used to estimate the phase signal.

The performance of the developed system was tested on three applications: heart rate esti-
mation, respiration rate estimation and muscle activity monitoring. In all our experiments, the
participant was seated about 70 cm from the system. For our heart rate estimation experiments, a
photoplethysmography (PPG) sensor was used to record ground truth data against which our radar
system achieved 98.5% accuracy. For respiration rate estimation the participants were asked to
breathe at certain frequencies, following an LED blinking at the given frequency. The radar system
achieved 99.4% accuracy while the camera system achieved 99.3% accuracy. The Noraxon EMG
system was used to provide ground truth for the muscle activity monitoring experiments. For this
application, it was found that the extracted phase signal has the same characteristics as the muscle
activity signal recorded through SMG, with the added benefit that ours is recorded without contact.

1.4 Overview
The structure of this dissertation can be thought of as comprising three parts: a preamble, experi-
ments and results, and discussions. Figure 1.1 below illustrates the outline of this structure and the
chapters that make up each part. The remainder of this section provides an overview of what each
of the chapters in this dissertation entails.
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Figure 1.1: Outline of the structure of this dissertation.

1.4.1 Literature Review
In Chapter 2, we define each of the three physiological parameters we have chosen to monitor with
our system. These parameters are heart rate, respiration rate and muscle activity. We give a
brief description of how the underlying physiological or biological processes work. Additionally, we
discuss the gold-standard or the current state-of-the-art way of monitoring that parameter. Finally,
we explain how the parameter can be monitored without contact and discuss currently available
approaches for doing so.

1.4.2 Frequency Modulated Continuous Wave (FMCW) Radar Theory
The basics of Frequency Modulated Continuous Wave (FMCW) millimetre wave (mmWave) radar
are introduced in Chapter 3. A brief description of the characteristic format of FMCW radar data
is then given. We then model a typical target and the small motion it exhibits. What follows is a
model of the basic functional unit of FMCW radar – the chirp – based on the target’s small motion.
We then discuss how this functional unit is used to estimate the target’s range using the Fourier
transform. Finally, a discussion of how the target’s range is used to extract the small motion from
the data is presented.

1.4.3 Heart Rate Estimation with Radar
Chapter 4 begins with an introduction to heart rate estimation with radar. This is followed by
a description of the experimental design. That is the number of participants, description of the
participants, the number of experiments conducted for each participant, the experimental protocol,
the reference sensor used and how the sensors are time synchronised. Finally, the results found from
analysing the data are presented and discussed.
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1.4.4 Respiration Rate Estimation with Radar and Cameras
This chapter introduces respiration rate estimation with radar and cameras. What differentiates
this chapter from the previous chapter technically, is that in this chapter, cameras are also used to
monitor the small motion. Therefore, in addition to a description of the experimental design and
the sensors used, we also give an in-depth description of how two cameras are used to mimic the
radar. Finally, the results for both the radar and camera respiration rate estimation are given.

1.4.5 Muscle Activity Monitoring with Radar and Cameras
In this chapter, the need for a non-contact muscle activity monitoring approach is discussed. A brief
introduction to the idea of using the muscle deformation signal as a measure of muscle activity is
introduced. We then describe the experimental design and setup used to collect data. The results
obtained from the data analysis are then presented and discussed, with comparisons made between
our muscle activity signal and the signal acquired through SMG.

1.4.6 Limitations, Recommendations and Conclusions
In Chapter 7, we highlight important limitations of our non-contact small-motion monitoring ap-
proach. A potential way of addressing each limitation in future work is provided. We also draw an
overarching picture of what this dissertation achieved. Special attention is paid to the significant
parts of the work.
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Chapter 2

Literature Review

2.1 Introduction
The beating of the heart, respiration, and contraction and relaxation of muscles are all important
for the day to day functioning of our bodies. All three of these processes also induce characteristic
and subtle motions on some areas of the skin. These processes therefore lend themselves very well as
candidate processes to be monitored by the non-contact small-motion monitoring system presented
in this dissertation. The three subsections below present the biological origin of these subtle motions
as well as some approaches currently used to monitor these processes.

2.2 Heart Rate
All living cells require, amongst other things, oxygen, glucose and amino acids and also a way to
excrete wastes such as carbon dioxide. For unicellular organisms this is trivial since the single cell
is in direct contact with its environment and can achieve this through diffusion. In contrast, the
vast majority of cells in multicellular organisms (such as humans) are not in direct contact with the
environment, necessitating a system to deliver resources to and waste away from cells. The heart,
blood and blood vessels make up this system, which is called the circulatory system [2].

The heart serves as the pump for the circulatory system. It receives deoxygenated blood from
cells before pumping it to: the lungs to replenish oxygen and excrete carbon dioxide; the intestines
to replenish nutrients; the liver to remove toxins from the blood; the kidneys to excrete wastes via
urine and then finally to all the cells of the body [2].

To achieve its pumping action, the heart relaxes and contracts, resulting in the reception and
ejection of blood, respectively [2]. Similarly to the muscle cells of skeletal muscles (see Section 2.4),
cardiac muscle cells contract in response to action potentials. But unlike skeletal muscles, these
action potentials do not originate from motor neurons but originate spontaneously from within the
heart, specifically from the sinoatrial node or the pacemaker of the heart [2] [3].

The pumping or “beating” of the heart in this manner is rhythmic and is an intrinsic property
of the heart [3]. The frequency of this rhythmic beating, usually expressed in number of beats in a
minute (or bpm in short), is what we mean by heart rate. A normal heart rate for a resting human
adult ranges from 60 bpm to 100 bpm, though it can be lower than 60 bpm for athletes and greater
than 100 bpm during exercise [2].

Cardiac output is defined as the volume of blood the heart pumps out per unit time [3]. Some-
times the heart is unable to supply sufficient blood to the cells of the body, resulting in a condition
called heart failure [2] [3]. Because cardiac output is a function of heart rate [2] [3], it is very im-
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portant to monitor heart rate. Other life threatening conditions due to an increase or reduction in
cardiac output (and thus may be signalled by heart rate) are hypertension and hypotension, respec-
tively [2]. For these reasons, heart rate is an important signal for state of health and is referred to
as a vital sign.

2.2.1 Electrocardiography (ECG)
As action potentials propagate through cardiac muscle cells, they cause electrical currents to spread
throughout the body since tissues near the heart can conduct currents originating in the heart [2].
At any given time, the electrical activity originating in the sinoatrial node and propagating through
the heart can be represented as a vector in three-dimensional space [2] [3]. A pair of electrodes
placed at appropriate positions on the skin can measure the projection of this vector along the line
joining the two electrodes [2] [3]. This technique is known as electrocardiography (ECG) and is used
to monitor multiple factors of the heart, one of which is the heart rate.

ECG electrodes are placed on the arms, legs and on very specific positions on and around the
left side of the chest (see Figure 2.1a). The limb electrodes measure projections in the frontal plane
of the body while the chest electrodes measure projections in the transverse or horizontal plane,
which is perpendicular to the frontal plane [2]. Each of the electrodes records a potential difference
across time, with the characteristic shape in Figure 2.1b, reflecting the magnitude and direction of
the underlying vector and the position of the electrode on the body’s surface.

(a) (b)

Figure 2.1: (a) Electrocardiography (ECG) electrodes are placed on the arms, legs and on very
specific positions on and around the left side of the chest [4]. (b) Each of the electrodes records a
potential difference across time, with the characteristic shape presented [5].

ECG is the current state-of-the-art in monitoring heart rate. However, as discussed above, it
is a contact-based approach, requiring the subject to remove clothing from the torso and limbs.
Additionally, if necessary, the subject may need to have the hair on their chest and limbs shaved
for the electrodes to stick to the skin. All these factors render ECG an uncomfortable procedure.
Furthermore, the electrodes on the chest must be placed at very specific positions, requiring a good
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understanding of anatomy. This makes it impractical to monitor the heart rate for the elderly at
home, those in palliative care and outpatients of one form or another.

2.2.2 Non-contact monitoring of heart rate
There are myriad non-contact ways of monitoring the heart and obtaining information, such as heart
rate, about it. However, all these approaches work by measuring either motion or colour variations.
The motion approaches measure either the minute periodic motion of the skin above arteries as
blood flows through them [6], the displacement of the chest region overlying the apex of the heart [7]
or the whole-body Newtonian reaction to the cardiac ejection of blood at each heart beat [1]. On
the other hand, the colour variation approaches measure the subtle skin colour changes due to blood
flowing into and out of blood vessels [8] [9].

As the heart beats, the chest displaces with amplitudes of about 400 microns while the skin on
the leg displaces about 80 microns [6]. This displacement of the chest due to heart beat is about
one to two orders of magnitude less than the displacement of the chest due to breathing (see Section
2.3). Additionally, a sensor’s ability to record this signal is very sensitive to where the sensor is
placed relative to the apex of the heart [7]. These factors make it challenging to both record and
process the signal.

Techniques relying on motion use radio frequency based active sensors such as radar or WiFi [6].
These sensors transmit a wireless signal and recover the heart rate by comparing the transmitted
signal to a version of this signal reflected off the subject whose heart rate is of interest. Some WiFi-
based techniques must maintain a direct line-of-sight to the subject [10] whereas radar can penetrate
through many types of materials including clothing [6]. The mmWave radar used by Zhao et al.
is particularly cheap (less than $100) and is capable of measuring displacements at micron-level
accuracy [6].

The colour variation based techniques use RGB cameras to detect the subtle changes in skin
colour due to blood flow [8] [9]. These techniques fall under remote photoplethysmography (rPPG) or
photoplethysmography imaging (PPGi). Limitations of these techniques include: 1) the camera must
always maintain direct line-of-sight with the subject, 2) camera performance is heavily dependent
on lighting conditions (state-of-the-art rPPG techniques still make assumptions about the available
light source [9]), 3) the use of cameras raises privacy concerns [6], and 4) these techniques still
perform poorly on people with dark skin colour [9] [11] and on females [11].

2.3 Respiration Rate
In Section 2.2 above, it is mentioned that the heart pumps blood to the lungs to replenish it with
oxygen and expel carbon dioxide. Respiration is the process through which the body takes oxy-
genated air from the environment into the lungs and ejects deoxygenated air out of the lungs. This
process occurs in two stages, inhalation (or inspiration) and exhalation (or expiration). During in-
halation, the lungs fill with oxygenated air through the nose and/or mouth while during exhalation,
the lungs expel deoxygenated air through the nose and/or mouth.

Like the beating of the heart, respiration is rhythmic. We can therefore talk about a respiratory
cycle, from the start of one inhalation to the end of the following exhalation. In normal resting
human adults, this cycle usually takes about 3.75 s to 5 s, which translates to a respiration or
breathing rate between 0.2 Hz and 0.27 Hz or 12 bpm and 16 bpm (adopting the same number of
beats per minute convention as for heart rate). It is interesting to note that exhalation is slightly
longer than inhalation; for a 5 s cycle, inhalation takes 2 s while exhalation takes 3 s [12].
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2.3.1 Other respiration rate monitoring approaches
Unlike heart rate monitoring, which has the ECG as a gold-standard approach, respiration rate
monitoring does not have a dedicated sensor. Respiration rate can easily be estimated by nurses
just by observing the chest and/or stomach rising and falling over a minute or half a minute. Other
ways of measuring respiration rate include using chest straps, breath humidity sensors, Wi-Fi [13]
and motion sensors.

UbiBreathe [13] measures breathing rate by relying on the observation that the strength of a
WiFi signal received by a WiFi-enabled device varies when the device is placed on an individual’s
chest. In general, the received signal strength (RSS) varies if an individual is on the line-of-sight
between the device and the access point, even if the individual is not in contact with the device.
UbiBreathe achieves an error of less than 1 breath per minute.

2.3.2 Non-contact monitoring of respiration rate
Unlike the heart, the lungs do not have muscles that relax and contract to bring about inhalation
and exhalation [12] [14]. Instead, the lungs inflate and deflate in response to pressure changes within
the thoracic cavity. These pressure changes are brought about mainly by the contraction and relax-
ation of the diaphragm, which is the major muscle of respiration [12]. Other muscles contributing
to respiration are the external intercostal muscles, which pull the ribs upwards and forwards dur-
ing inhalation [12]. As a result, the chest and lungs always move together during respiration [12].
Synchronicity between the diaphragm EMG (see Section 2.4) and chest wall movement due to res-
piration have been observed in a mouse [15].

This physiological connection between chest movement and respiration in time is the reason we
can estimate breathing rate by monitoring the displacement of the chest. Importantly, the existence
of sensors that use electromagnetic radiation to perform non-contact motion monitoring makes it
possible to monitor respiration rate without contact.

Vital-Radio [16] uses a radar technique called FMCW (see Chapter 3) to measure the minute
chest movements due to inhalation and exhalation. During inhalation, the volume of the chest cav-
ity increases, the lungs expand, and the chest moves outwards away from the body. Conversely,
during exhalation, the chest moves inwards, towards the body. Because of this motion, the distance
between the chest and a wireless signal transmitter and receiver at a fixed position in front of the
chest varies during breathing. By tracking how this distance varies with time, Vital-Radio estimates
an individual’s breathing rate. Vital-Radio tracks the phase of the received wireless signal, and
since this phase is linearly related to the distance to the reflecting chest, Vital-Radio can estimate
breathing rate.

Another non-contact respiration rate monitoring approach is marker-based motion capture. In
addition to estimating respiration rate, this approach is often used to analyse chest wall kinematics,
and breathing volume changes and to build chest wall models. This approach is particularly advan-
tageous when the respiration rate is to be estimated in the presence of non-breathing movements.
The typical setup consists of at least two, but usually more, cameras recording video of the subject.
Between 32 and 89 hemispherical IR photo-reflective markers are placed on the subject’s chest. The
computation of the 3D trajectories of the markers across the video is expensive, which discourages
the use of this approach [17].

All non-contact respiration rate sensors rely on being able to measure the movement of the chest
due to inhalation and exhalation. In response to inhalation and exhalation, the chest experiences
displacements in the range of 3 − 12 mm [18] [19]. Additionally, the displacement signal has been
observed to have a shape resembling the voltage across a charging and discharging capacitor [18] [20].
This is because the rate at which the lungs fill with air during inhalation is highest at the beginning
and drops as the lungs get full. Similary, the lungs empty up much faster at the beginning than
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at the end of exhalation. This characteristic non-sinusoidal shape introduces harmonics in the fre-
quency spectrum of the chest displacement signal .

Finally, respiration is both an involuntary and a voluntary process. This means that we can, as
we often do, breathe without voluntarily choosing to. However, we can also choose to breathe or not
to. In Chapter 5 we take advantage of the voluntary nature of respiration to provide the reference
signal we need to evaluate the performance of our respiration rate estimation approach.

2.4 Muscle Activity
Each skeletal muscle consists of a bunch of muscle fibers or muscle cells. Each of these muscle fibers
in turn belongs to a muscle unit, which is a grouping of muscle fibers that are all innervated or
excited by the same motor neuron [21].

During voluntary skeletal muscle contraction, the message instructing the muscle to contract
propagates from the brain along motor neurons to the muscle. This message propagates as a dif-
ference in electric potential, known as an action potential, across the cell membranes of the motor
neurons in its pathway. The motor neuron then discharges this action potential onto the muscle
fibers it innervates, engaging their contractile proteins [21]. This process is what we mean by muscle
activity.

Neurological and orthopaedic rehabilitation involves the treatment of patients suffering from dis-
orders of the nervous system, bones and muscles. These disorders include spinal cord injury, stroke
and multiple sclerosis. However, such rehabilitation is still out of reach for most South Africans,
as the required equipment is prohibitively expensive. As a result, it is currently available only at
biomechanics research laboratories and specialised centres. In South Africa, this is compounded by
poor access to reliable transportation. This is unfortunate in a country where, as an example, the
incidence of traumatic spinal cord injury (TSCI) is three times the global rate, with 60% of cases
attributed to assault [22].

During rehabilitation, clinicians often need to know objectively if a patient’s muscles are con-
tracting. An electromyography (EMG) system provides clinicians with this knowledge. It achieves
this by opening a window into the activities of muscles, such as contraction. Because of this, EMG
is critical for rehabilitation from TSCI [23]. Electrical signals from the brain travel through mo-
tor neurons and cause the muscle fibers innervated by these neurons to be active [21]. EMG thus
monitors muscle activity by measuring these electrical signals through surface electrodes placed on
the skin over the muscle of interest (see Figure 2.2) or through needle electrodes inserted into the
muscle.

2.4.1 Electromyography (EMG)
Action potentials are the source of all skeletal muscle activity and are also the source of the signals
recovered through EMG. In this sense, EMG measures the cause of muscle activity. EMG measures
muscle activity through a pair of conductive gel electrodes placed on the surface of the skin above
the muscle of interest, as depicted in Figure 2.2b.

The EMG signal is affected by the tissues between the muscle and the electrodes. Additionally,
the electrode-skin interface is intrinsically noisy and has an impedance. Ideally, these parameters
should be minimised for the best signal quality. Larger surface area electrodes reduce both noise
and impedance at the interface but introduce undesirable spatial low-pass filtering effects [21].

Prior to placing the electrodes, the skin is prepared to reduce the impedance and noise at the
electrode-skin interface. Skin preparation involves shaving the skin to remove hair, as presented in
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(a) (b)

Figure 2.2: (a) Patch of skin over the gastrocnemius muscle shaved and cleaned with alcohol, and
(b) EMG electrodes placed over the gastrocnemius muscle.

Figure 2.2a. Thereafter, the skin is rubbed with ethyl alcohol or abrasive conductive paste, washed
with water and soap or stripped with adhesive tape to remove oily substances and the most su-
perficial portion of the epidermis. Rubbing with abrasive conductive paste and rinsing is the most
effective known treatment for reducing both the noise and impedance at the electrode-skin inter-
face [21].

EMG requires contact with the subject’s skin and is thus an invasive and potentially uncom-
fortable method for the measurement of muscle activity. Because of tissues between the muscle and
electrodes, the EMG signal may be contaminated by muscle activity from other muscles near the
muscle of interest. This is called crosstalk [21]. Moreover, the setup procedure has been termed
time-consuming by EMG experts and is listed as one of the main barriers to the clinical employment
of the technique [24].

2.4.2 Non-contact monitoring of muscle activity
When a muscle contracts, either voluntarily or during an electrically elicited contraction, the muscle
vibrates and produces sound [25]. All non-contact approaches to monitoring muscle activity measure
either the sound or the vibration produced by the contracting muscle. To differentiate it from EMG,
this approach is called mechanomyography (MMG). The sound measured through MMG begins after
the muscle action potentials [25]. In this sense, MMG measures the effects of muscle activity. MMG
is to EMG what the non-contact approaches to measuring heart rate are to ECG. Indeed, many
authors have suggested that MMG can be used as an alternative to EMG [26] [27] [28] [29].

Sensors that measure acceleration or displacement at the skin surface are used for MMG mea-
surements. Examples of such sensors include accelerometers and piezoelectric sensors. Microphones
are also used to measure muscle sound. It is important to note however that there is no single sensor
that can be called an MMG sensor [30]. To ensure that the recorded MMG signal is not aliased, it
is important to consider the sampling rate of the sensor used. The MMG signal is known to have
negligible discernible energy above 50 − 60 Hz [31]. At a minimum, the sensor should sample at
120 Hz to satisfy the Nyquist-Shannon sampling criterion.

These mechanical sensors are attached to the skin. Relative motion between the sensor and the
skin introduces artefacts in the recorded signal. Therefore, enough force should be applied to ensure
secure attachment. At the same time, too much skin-sensor contact pressure or too heavy a sensor
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will influence the dynamics of the muscle and affect the recorded signal [31] [25]. Like EMG, the
MMG signal is affected by the tissue between the muscle and the sensor. The signal detected on
the skin surface depends on the force applied by the muscle on the tissue and on the mechanical
properties of the tissue [25]. To reduce noise and other artifacts, skin preparation may be necessary
before sensor placement. Unlike EMG however, MMG is not affected by skin impedance and thus
the required skin preparation may not be as intensive [32].

Rather than passively listening to the sound produced by muscle activity, ultrasound imaging
has also been extensively used to actively monitor muscle activity by studying the morphological or
architectural changes of muscles during contraction [33] [34] [35] [36] [37]. This approach is called
sonomyography (SMG). When a muscle contracts, its sarcomeres (the basic contractile units of mus-
cles) necessarily change length [21] [37]. Because the volume of muscles remains constant [38], it
follows that muscle activity leads to shape change or deformation of the muscle [37]. It has been
demonstrated that this deformation correlates with muscle activity [33] [34] [35] [37]. Most SMG
algorithms measure this muscle deformation by measuring either muscle cross-sectional area, thick-
ness [37] or muscle surface position [33] across a sequence of ultrasound images of the muscle.

SMG offers good spatial resolution, which solves the problem of muscle crosstalk [33] and can
measure activity from deep seated muscles [35]. However, most SMG algorithms make use of com-
putationally expensive tools such as optical flow to recover the SMG signals [34] [37]. Finally,
SMG would be technically impractical to implement without contact because of the large differ-
ence between the acoustic impedance of air (0.4 × 103 kg·m−2·s−1 [39]) and that of human skin
(1.99× 106 kg·m−2·s−1 [40]), which would lead to most of the acoustic energy being reflected at the
air-skin interface.

Evidently, contact-based MMG suffers most of the disadvantages of EMG. Laser Doppler Myog-
raphy (LDMi) is the only non-contact MMG approach that, to the author’s best knowledge, appears
in the literature [41] [42]. LDMi uses the highly sensitive technique called Laser Doppler Vibrome-
try (LDV), commonly used to measure vibration, to measure the vibrations that accompany muscle
activity. This technique measures the Doppler shift in frequency between an incident laser beam
and a reference laser beam.

In contrast to microphones, accelerometers and piezoelectric sensors, the lasers used in LDMi
do not mass load the skin and have no sensor resonance problems [41]. However, Laser Doppler
Vibrometers are prohibitively expensive, costing even more than EMG systems [41]. Finally, the
laser beam makes a point less than 1 cm2 in area on the skin [41] [42]. This point must be kept at
the same desired area, which greatly limits the application of LDMi to isometric contractions where
the muscle contraction is not accompanied by gross motion [41].

2.4.3 Summary
ECG and EMG are the gold-standard multi-electrode approaches for monitoring heart rate and
muscle activity, respectively. Though there is no one standard approach for monitoring respiration
rate, there are a lot of contact and non-contact approaches for monitoring it. Some limitations of
current camera-based respiration rate monitoring approaches are the use of many cameras (usually
four), many markers (32 to 89) and complicated motion capture algorithms. There is no non-contact
muscle activity monitoring approach that measures the characteristic muscle deformation signal seen
in the SMG literature. In this dissertation, we seek to particularly address these gaps.
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Chapter 3

Frequency Modulated Continuous
Wave (FMCW) Radar Theory

3.1 Introduction
Frequency Modulated Continuous Wave (FMCW) is a specific type of modulation scheme used for
active sensors. It is often implemented using radio waves with wavelengths in the millimetre range,
to form an mmWave FMCW radar. The relatively short wavelengths allow mmWave radars to be
compact and low-cost [19]. Additionally, the frequency modulation allows for wide bandwidths and
thus fine range resolution. Finally, the FMCW design opens up a host of tunable parameters, mak-
ing the radar flexible to different measurement scenarios [19].

As the name suggests, the frequency of the transmitted wave in an FMCW radar is modulated.
A sawtooth modulation scheme is often used [19]. This means that the frequency of the transmitted
signal, fT (t), varies linearly with time according to:

fT (t) =
B

T
t+ f0, (3.1)

where B is the bandwidth of the frequency sweep , T is the time it takes to sweep the bandwidth
and f0 is the starting frequency.

This signal with a linearly increasing frequency is often called a chirp. After the sweep time, T ,
the frequency starts from the start frequency, f0, again. The frequency of the transmitted signal
repeats this as many times as the required number of chirps. For the same sweep time, T , increasing
the number of chirps increases the observation time and thus leads to a finer velocity resolution.

Unlike conventional radars, FMCW radars do not estimate the range of a target by directly
measuring the time it takes the transmitted signal to reflect off the target and be received back [19].
Instead, they estimate range by calculating the difference between the frequency of a transmitted
chirp and the frequency of this chirp’s echo, reflected off the target. Imagine a chirp with the
frequency in Equation 3.1 is transmitted, it reflects off a target at a distance R from the radar and
it is received by the radar after time td. Because the chirp travels a distance R to the target and
the echo travels the same distance back, time td is equal to

td =
2R

c
, (3.2)

where c is the speed of electromagnetic radiation.

The frequency of the received echo, fR(t), will be equal to the frequency of the transmitted chirp
but delayed by time td. Mathematically,
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fR(t) = fT (t− td) =
B

T
(t− td) + f0. (3.3)

Graphically, the frequencies of the transmitted chirp and the received echo can be represented
as illustrated in Figure 3.1 below.
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Figure 3.1: Frequency of a typical chirp transmitted by an FMCW radar and the frequency of the
corresponding echo received by the radar time td after the chirp reflected off a target a distance R
from the radar.

The difference between the two frequencies in Figure 3.1 is called the beat frequency, fb(t). For
our scenario, the beat frequency is

fb(t) = fT (t)− fR(t) =
B

T
t+ f0 − [

B

T
(t− td) + f0] =

B

T
td =

B2R

Tc
. (3.4)

The signal at the output of the radar’s ADC is at this frequency (refer to Equation 3.12 modelling
a chirp received by an FMCW radar). Once the beat frequency is known, Equation 3.4 can be used
to calculate the distance, R, to the target. Moreover, the maximum detectable range, Rmax, can be
calculated using Equation 3.4, given the maximum sampling frequency of the radar’s ADC. In fact,

Rmax =
cT

2B

fsmax

2
, (3.5)

where fsmax is the maximum sampling frequency of the radar’s ADC 1.

In practice, the Discrete Fourier Transform (DFT) is used to estimate the range of a target from
FMCW radar data. Of course, a variation of the computationally efficient Fast Fourier Transform
(FFT) is actually used. As mentioned already, multiple chirps are often transmitted. The FFT
is then applied on each of the received echoes and the result of such a computation is called a
Range FFT. It is called this because the resulting frequency axis can be interpreted as range and

1Note that the second 2 in Equation 3.5 is there to respect the Nyquist-Shannon sampling criterion. In actuality,
for example for Texas Instruments’ FMCW radars, the maximum sampling frequency of the radar’s ADC is further
multiplied by 0.9 [43].
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the magnitude of the Fourier coefficients are a measure of how much energy is reflected at that
range. Importantly, the magnitude of the Fourier coefficient at the beat frequency will be maxi-
mal amongst the magnitudes of the Fourier coefficients (see Section 3.5 about range estimation).
From this fact, we can determine where the target is using the beat frequency equation, Equation 3.4.

3.2 FMCW Radar Data
It is often useful to think of FMCW radar data as a multidimensional data structure (see Fig-
ure 3.2)2. Each dimension allows us to measure a different physical parameter. We have already
seen how a single chirp — the smallest functional unit of the data — can be used to measure range.
This dimension of the data, the dimension indexed by the samples of a chirp, is called fast time
(because of the relatively higher sampling rate of the ADC compared to other dimensions). The
dimension indexed by chirps is called slow time and it allows us to measure velocity and thus Doppler
frequency shift. Chirps are divided into groups called frames and the dimension indexed by frames
is simply a time dimension, allowing the observation of how the other parameters vary with time.

Furthermore, in FMCW radars, which often feature multiple receivers and transmitters, the re-
ceivers are spaced apart on the circuit board. This spatial separation results in differences in the
time it takes for the reflected radio waves to reach each receiver [44]. This time difference makes it
possible to measure the angle of arrival of the radio waves. In this sense, the dimension indexed by
the receivers allows us to measure angle.

Using the data from each of the receivers in an FMCW radar, a three-dimensional data structure
as depicted in Figure 3.2 can be formed. This is referred to as a radar data cube. One radar data
cube can be formed for each receiver.

3.3 Small Motion Model
In view of the fact that we are interested in monitoring small motions that may (heart rate and
breathing rate) or may not (muscle activity) be periodic, here we model what that motion might
look like. Let us consider a target that is initially, when the radar starts transmitting at time t = 0,
a displacement ~R0 from the radar, sitting at some point A within the field of view (FOV) of the
stationary radar (see Figure 3.3). For the IWR6843ISK FMCW radar considered here, the x and z
axes correspond to the azimuth and elevation axes, respectively [45]. For our purposes, the target
could be the chest, the thigh or any other appropriate surface (see Chapters 4, 5 and 6).

As the radar is recording data, the target is free to move within the FOV exhibiting the small
motion. At any time t ≥ 0, let the target’s displacement from point A be ~Xt. Then, the displacement
of the target from the radar at time t, ~Rt, becomes

~Rt = ~R0 + ~Xt. (3.6)

The magnitude of this displacement, | ~Rt|, is the target’s range that the radar measures as de-
scribed in Section 3.1 above and Section 3.5 below. However, there is a limitation on estimating
range this way. If the magnitude of the small motion, | ~Xt|, is less than the range resolution, ∆R,
then this small motion will not change the estimated range i.e. the small motion will not be detected
by the radar. In such a case, we say the target moves within a range bin. To solve this problem, the
beat frequency obtained from the Range FFT of the first chirp echo is used to estimate where the
target roughly is, i.e. to estimate | ~R0|. Then the phase of the Range FFT coefficient at this beat
frequency (or range) is calculated for all chirp echoes [46]. The sequence of all these phases is an

2Each building block in the radar data cube representation in Figure 3.2 is a sample belonging to a chirp. Notice
that there are only 10 samples per chirp here. In practice, however, each chirp usually has a lot more samples.
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Figure 3.2: The data received by each of the receivers in an FMCW radar can be represented as a
cube called the radar data cube.

estimation of the small motion, specifically the component of ~Xt along ~R0 i.e. along the radar’s line
of sight or the radial direction [19].

The velocity of the target at time t, ~Vt, is

~Vt = ~̇Rt = ~̇R0 + ~̇Xt = ~̇Xt. (3.7)

However, continuous wave radars estimate the target’s velocity by measuring the shift in the
received echo’s frequency as compared to the frequency of the transmitted chirp [19]. This shift is
due to the Doppler effect and is caused by the component of the target’s velocity that is radial to
the radar [19]. With this approach, this implies that the radar would only be able to estimate the
component of ~Vt that is resolved along the y-axis in Figure 3.3.

Similar to range estimation, this radial velocity is estimated through an FFT operation called
the Doppler FFT. In contrast to the Range FFT, the Doppler FFT is applied on the complex-valued
output of the Range FFT, not on the complex-valued raw received echo data. Also unlike the
Range FFT, the Doppler FFT is not applied along the fast time dimension but along the slow time
dimension.

3.4 Received Echo Model
We are interested in using mmWave FMCW radar to monitor small motions due to certain biological
processes at the surface of the skin. In the previous sections, we have discussed how a frequency
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Figure 3.3: We imagine a target within the field of view of the radar with some displacement ~R0 at
time t = 0. At any time t ≥ 0, the target is free to have some small displacement ~Xt from point A.

analysis of the received echo (or echoes)3 can reveal where the surface of the skin roughly is, how it
moves subtly across time and how fast it is moving. Here, we briefly present a mathematical model
of what the transmitted chirps and received echoes look like.

As seen in [46], a typical chirp transmitted by an FMCW radar can be represented as

ST (t) = AT e
j(2πf0t+πKt2)+φ0 , 0 ≤ t ≤ T, (3.8)

where K = B
T is the slope of the transmitted frequency (see Figure 3.1), φ0 is the initial phase

and AT is the amplitude of the transmitted chirp.

This chirp is transmitted and reflects off the target (see Figure 3.3). Let | ~R0| = R0 and let x(t)

be the component of ~Xt along the y-axis. Then the received chirp, SR(t), after time td becomes

SR(t) = ST (t− td) = ARe
j(2πf0(t−td)+πK(t−td)

2)+φ0 , 0 ≤ t ≤ T, (3.9)

where AR is the amplitude of the received chirp and the time delay, td, is just as in Equation 3.2
but with the additional small motion x(t):

td =
2(R0 + x(t))

c
. (3.10)

The amplitude of the received chirp, AR, depends on multiple factors such as the peak transmit
power of the transmitter, transmit antenna gain, receiver antenna gain, radar cross section (RCS)
of the target, etc. [19].

In the receiver, the signal SR(t) goes through a number of amplifier stages, a down-conversion
stage or stages (depending on whether the receiver has a homodyne or heterodyne architecture) and
a low-pass filter [19] [46]. At the output is the baseband signal SB(t) in Equation 3.11 [46], given as
an in-phase component (I) and a quadrature component (Q):

SB(t) = ST (t) · SR(t)
∗ = ARe

j(2πKtdt+2πf0td), 0 ≤ t ≤ T, (3.11)
3We avoid using just the term chirp as this is often confusing when wanting to distinguish transmitted from received

chirps. Instead, we use received chirp, received echo or echo for what is received by the radar and transmitted chirp
for what is transmitted by the radar.
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where (·)∗ is the complex conjugate operator.

The term associated with t2d has been ignored since t2d � tdt [46]. Additionally, it has been
assumed that during the chirp duration, T , the displacement of the target is negligible and thus the
target has no velocity during this time [46]. If this assumption is not made (or is unreasonable),
then the frequencies in both SR(t) and SB(t) should have a Doppler frequency shift term added to
them [19] [46].

Now let us assume that the radar transmits and receives a total of M chirps, each with index
i ∈ {1, 2, 3, ...,M}. Also suppose that each received chirp has N samples. Then any received chirp
can be generally described by

SB(iT + t) = ARe
j(

4πKR0
c t+

4πf0R0
c + 4πfc

c x(iT ))

= ARe
j(2πfbt+

4πf0R0
c + 4πfc

c x(iT ))

= ARe
j(2πfbt+

4πR0
λ0

+
4πx(iT )

λc
)

= ARe
j(2πfbt+ϕi),

(3.12)

where fc = f0 + B
2 is the center frequency, λc is the center wavelength, fb = 2BR0

cT and
ϕi =

4πR0

λ0
+ 4πx(iT )

λc
.

It is thus clear that the phase of each received chirp, ϕi, encodes within it a sample of the small
motion at time iT , x(iT ). Just as importantly, we see that the small motion is sampled at frequency
1
T . We can think of this as the slow time frequency. Because of the Nyquist-Shannon sampling
criterion, this frequency (or equivalently, period) places an upper limit on how fast the target can
move while still being trackable with this approach (see Equation 3.24 for an expression of this
maximum velocity).

3.5 Range Estimation
Our small motion model assumes that the target starts at some distance R0 and then exhibits small
motion x(t). In the preceding sections, we have:
1. Mentioned that the Range FFT can be used to estimate R0 (or equivalently, fb).
2. Demonstrated that at any time t, 0 ≤ t ≤ T , the phase of each received chirp with index i,
1 ≤ i ≤ M , encodes the small motion we are interested in, x(iT ).

Here, we will demonstrate why 1 is true and then demonstrate that the phase of the Range FFT
coefficients also encodes the small motion and we can use R0 (or fb) to find it.

As mentioned in Section 3.1, the Range FFT is simply the DFT applied on each received chirp,
SB(iT + t). Mathematically, this is

Xk =

N−1∑
n=0

xne
−j2π k

N n, (3.13)

where k is the frequency index, xn = SB(iT + n · Ts), n ∈ {0, 1, 2, ..., N − 1} is the discretised
received chirp and Ts =

1
fs

is the period at which the received chirp has been sampled, also referred
to as the fast time sampling period.

Dividing and multiplying by Ts in Equation 3.13 gives

Xk =

N−1∑
n=0

xne
−j2π k

NTs
nTs . (3.14)
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If we let k
NTs

= k
N fs = fk and substitute into Equation 3.14 the correct expression for xn, we

get

Xfk =

N−1∑
n=0

ARe
j2πfbnTse−j2πfknTsejϕi

= ARe
jϕi

N−1∑
n=0

ej2π(fb−fk)nTs .

(3.15)

If fk = fb, then

Xfk = NARe
jϕi (3.16)

because
∑N−1

n=0 ej2π(fb−fk)nTs = N . Therefore, at the beat frequency, the Range FFT coefficient
has magnitude |Xfk | = NAR.

However, if fk 6= fb, then we can let z = ej2π(fb−fk)Ts , z ∈ C. Then by noticing that our sum is
a geometric sum, we have

N−1∑
n=0

ej2π(fb−fk)nTs =
N−1∑
n=0

zn = 1 + z + z2 + z3 + ...+ zN−1. (3.17)

Letting |
∑N−1

n=0 ej2π(fb−fk)nTs | = N∗ and applying the triangle inequality on Equation 3.17 gives

N∗ =

∣∣∣∣N−1∑
n=0

ej2π(fb−fk)nTs

∣∣∣∣ ≤ |1|+ |z|+ |z2|+ ...+ |zN−1| = N. (3.18)

Therefore, at any frequency that is not the beat frequency, the Range FFT coefficient has mag-
nitude |Xfk | = N∗AR. But Equation 3.18 states that N∗ ≤ N . Therefore, the magnitude of the
Range FFT coefficient at the beat frequency is maximal i.e. there will not be a Range FFT coefficient
with magnitude greater than this one at any other frequency. This is what allows us to determine
where the target roughly is i.e. R0. Often, in practice, |Xfk | = NAR is not only maximal but is
the maximum, which makes finding R0 easier. If an element is maximal, say, in a set, then there
is no other element in that set that is larger than it. Maximum on the other hand implies that it
is the largest element. The maximum element is also maximal but the converse is not necessarily true.

Additionally, Equation 3.16 shows that the phase of the Range FFT coefficient at the beat
frequency is ϕi, which encodes x(iT ). At any other frequency fk that is not the beat frequency, the
phase of the Range FFT coefficient will be ϕi corrupted by the phase of

∑N−1
n=0 ej2π(fb−fk)nTs . We

call the sequence of all phase samples, ϕi, across all received chirps the phase signal, ϕ. Concretely,
the phase signal is

ϕ = (ϕi)
M
i=1. (3.19)

This is the signal we extract from the data and process in all our applications.

One last thing to consider with range estimation is the range resolution. This is how far apart
two targets should be for our Range FFT range estimation approach to be able to recognise them
as two separate targets. A very fine range resolution is not necessary for our applications since we
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do not use range but phase to monitor the small motion. However, we are concerned about range
resolution for two reasons.

Firstly, we want our range resolution to be coarse enough for our target to remain within the
same range bin for all time t, 0 ≤ t ≤ M · T . This means that determining the beat frequency
from the Range FFT of the first received chirp should be enough. It should not be necessary to
keep updating the frequency at which to look for the phase for each received chirp. This should be
easy to achieve since the finest range resolution the mmWave FMCW radar we use can achieve is
37.5 mm 4 and the motion of the chest due to say, breathing, is in the range 3− 12 mm [18].

Secondly, the range resolution should be fine enough for us to be able to easily confirm that there
is only the target of interest in its range bin. This is so that the motion encoded in the extracted
phase signal is only due to the target of interest. Again, this should not be a problem since we can
achieve a range resolution of 37.5 mm at best.

Having done all the work with the Range FFT, arriving at the expression for the range resolution,
∆R, is easy. The frequency resolution of the Range FFT, ∆fR, determines the range resolution.
This frequency resolution is the difference between any two consecutive frequencies. That is,

∆fR = fk+1 − fk =
k + 1

NTs
− k

NTs
=

1

NTs
, (3.20)

but NTs = T , therefore

∆fR =
1

T
5. (3.21)

Mapping from the frequency domain to the range domain using the expression for the beat
frequency in Equation 3.4 gives

∆R = ∆fR · cT
2B

=
1

T
· cT
2B

=
c

2B
. (3.22)

3.6 Phase Analysis
In our signal processing pipeline, before getting the phase signal, ϕ, we first extract the Range FFT
coefficient at the beat frequency for all received chirps. We call the sequence of all these coefficients
the range bin signal, s. From Equation 3.16, the range bin signal is

s = (NARe
jϕi)Mi=1 = (Ii + jQi)

M
i=1. (3.23)

At this point, the phase signal can be obtained from the range bin signal. A variety of ways
for doing this exist. One simple and common approach is arctangent demodulation [19], which is
simply taking the arctangent of the imaginary part, Qi, over the real part, Ii, for each sample of the
range bin signal. Because the phase samples, ϕi, in the range bin signal are in the range [−π, π] (we
say the phase is wrapped), after arctangent demodulation it is often necessary to unwrap the phase.
This is necessary because if say x(iT ) = λc

4 , then ϕi =
4πR0

λ0
+ π > π for R0 6= 0 (see Equation 3.12

modelling a chirp received by an FMCW radar). Phase unwrapping works by making an assumption
about the underlying motion [47].

The assumption is that the target does not exceed the maximum permissible velocity, vmax (see
Equation 3.24 for the expression of vmax). From Equation 3.12, recall that ϕi = 4πR0

λ0
+ 4πx(iT )

λc
.

4Calculated using Equation 3.22 and a bandwidth of 4 GHz [43].
5NTs = T assumes that the radar’s ADC samples the received chirp for the entire chirp time T. This is not exactly

true [43], but it suffices as an approximation.
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Notice that if, x((i + 1)T ) = x(iT ) + λc

2 , then ϕi+1 = 4πR0

λ0
+ 4πx(iT )

λc
+ 2π = ϕi. Even though the

small motion has changed by λc

2 over a time duration of 2T , the phases do not capture this motion.
Therefore, we conclude that over a time equal to two chirp times, 2T , the small motion should
change less than λc

2 . This argument actually gives us an expression for the maximum velocity, vmax,
the target can have before it becomes impossible to encode its small motion in the phase. We have

vmax =
λc

2

2T
=

λc

4T
=

λc

4

T
. (3.24)

One interpretation of Equation 3.24 is that the largest displacement the target can have in a
time equal to the chirp time, T , is λc

4 . So, given ϕi =
4πR0

λ0
+ 4πx(iT )

λc
and ϕi+1 = 4πR0

λ0
+ 4πx((i+1)T )

λc
,

we have ∆ϕ = ϕi+1−ϕi =
4πR0

λ0
+ 4πx((i+1)T )

λc
− 4πR0

λ0
− 4πx(iT )

λc
= 4π∆x

λc
. Therefore, if the largest ∆x

can be is λc

4 , then the largest ∆ϕ can be is π. Because the target can move towards and away from
the radar, we also consider that the displacement ∆x cannot be less than −λc

4 . This then suggests
that the smallest ∆ϕ can be is −π. We have

−π ≤ ϕi+1 − ϕi ≤ π. (3.25)

This result leads to the phase unwrapping algorithm proposed in [47]. The algorithm works
as follows: iterate over all the wrapped phases. If the difference between two consecutive phases
satisfies Equation 3.25, do nothing. If instead ϕi+1 − ϕi > π, then subtract 2π from ϕi+1. Finally,
if ϕi+1 − ϕi < −π, then add 2π to ϕi+1.

Though retrieving the phase signal by performing arctangent demodulation and then applying
the phase unwrapping algorithm above are theoretically simple operations, in practice they are often
challenging. For noisy samples of the range bin signal, the arctangent demodulation gives incorrect
phase estimates. Having incorrect phase estimates at the arctangent demodulation stage presents a
considerable challenge to the subsequent phase unwrapping stage and the resulting phase signal.

This is because the decisions made in the phase unwrapping algorithm (add 0, 2π or −2π) rely on
these phase values being correct. If the wrapped phase sample at index i = k is sufficiently incorrect,
then incorrect decisions at both indices i = k and i = k + 1 will be made during the unwrapping
process. This will lead to spurious jumps in the unwrapped phase signal at these samples. Moreover,
these wrong decisions will render the unwrapped phase samples at all the indices i ≥ k incorrect.
If enough of the wrapped phase samples are incorrect, the unwrapped phase signal will drift with
time [19] [48].

We found that we can detect the samples in the range bin signal that would lead to incorrect
wrapped phase estimates. The magnitude of each range bin signal sample, |Ii + jQi| = NAR, pro-
vides a reliable signal of whether or not that sample will lead to an incorrect wrapped phase estimate.
If the magnitude is relatively small, then the corresponding phase estimate will be incorrect. This
is the same conclusion reached in [49], though in a very similar but different context. Figure 3.4
below has been reproduced from [49] as it depicts very well why |Ii + jQi| is a good measure of the
confidence in the corresponding phase estimate.

Figure 3.4 presents two range bin signal samples, one with a large magnitude and the other with
a small magnitude. Depicted around each is a cloud of the possible complex numbers that each could
take on if it were corrupted by Gaussian noise. Notice that the small magnitude sample can have
almost any phase in the range [0, 2π] whereas the large magnitude sample’s phase remains fairly
limited around whatever the correct phase value is (approximately π

4 ).

The Differentiate and Cross Multiply (DACM) algorithm offers an alternative phase retrieval
approach to the arctangent demodulation discussed here [50]. With DACM, phase unwrapping is
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Real

Imaginary

Figure 3.4: Two Gaussian noise corrupted range bin signal samples. Notice that the small magnitude
sample can have virtually any phase in the range [0, 2π], whereas the large magnitude sample’s phase
remains fairly limited around the correct phase value (approximately π

4 ).

unnecessary as the algorithm unwraps the phase automatically. DACM computes the unwrapped
phase samples as follows [51]:

ϕi =

M∑
i=2

Ii[Qi −Qi−1]−Qi[Ii − Ii−1]

Ii
2 +Qi

2 . (3.26)

Even the DACM algorithm performs poorly when |Ii + jQi| is small. Equation 3.26 presents
|Ii + jQi|2 as a divisor. If this number is very small, the quotient becomes very large. This results
in a phase signal that can be orders of magnitude larger than it should be. Additionally, the range
bin signal often needs to be interpolated and a 5-point differencing scheme is used instead of back-
ward differencing [50] for DACM to perform as well as arctangent demodulation, thereby increasing
computational complexity. Therefore, for our applications, arctangent demodulation was used.

Recall that at the receiver output, the complex-valued baseband signal, SB(t), in Equation 3.11
comprises a real and an imaginary part or an in-phase (I) and a quadrature (Q) component, re-
spectively. Ideally, the I and Q components are sinusoids, with a phase offset of 90◦ and with equal
amplitudes [19]. In reality, due to imperfections in the receiver’s electronics, amplitude and phase
imbalances exist between the two channels [19] [52] [53]. Additionally, the range bin signal often
contains DC offsets due to coupling effects and environmental interferences [48]. Both of these neg-
atively affect the ability to recover the phase signal and thus must be corrected for.

Various methods exist for IQ imbalance and DC offset correction [19] [47] [52] [53]. Through ex-
perimenting with the different algorithms, we found that the DC offset correction algorithms [19] [47]
were very effective at improving phase signal retrieval whereas the IQ imbalance algorithms [19] [53]
had no positive effect. Two DC offset correction algorithms were specifically investigated. One
corrected the DC offset by subtracting the mean of the range bin signal from the range bin signal
(see Figure 3.5c and d). Instead of the mean, the second one subtracted the centre of the range
bin signal’s scatter plot (see Figure 3.5e and f). This centre was estimated using a least squares
approach [47]. Unless stated otherwise, all our radar data was recorded with chirp sweep time of
1670.17 µs, 2048 ADC samples, 255 chirps, 40 frames, frame periodicity of 1296 ms and we make use
of time-division multiplexing multiple-input-multiple-output (TDM-MIMO) (see Chapter 4). These
settings result in a bandwidth of 2.45 GHz, which corresponds to a range resolution of 6.13 cm and
a velocity resolution of 0.19 cm/s.
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Figure 3.5: (a) Presents the radar phase signal extracted from the unprocessed range bin signal in
(b). The phase signal is corrupted by artefacts because of DC offsets in the range bin signal. The
artefact-free phase in (c) is obtained from (d), the range bin signal after mean subtraction. In (e) is
the phase obtained from the centre subtracted range bin signal in (f).
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Figure 3.5a delineates that the phase signal extracted from the unprocessed range bin signal is
negatively affected by spurious jumps at about 12 s and at 50 s. Figure 3.5c illustrates that both
jumps can be corrected by a simple IQ mean subtraction. The results of the more complicated
centre subtraction approach in Figure 3.5 are good but there is a spurious jump at about 50 s. In
this example, and in many others, simple mean subtraction performs better and is thus the method
used in our applications to correct for DC offsets.

In [46], the wrapped phase samples are retrieved as follows:

ϕi = arctangent

[
1

N

N−1∑
n=0

SB(iT + nTs)e
−j2πfbnTs

]
. (3.27)

This approach is mathematically equivalent to our approach of applying the Range FFT, retriev-
ing the range bin signal and then performing arctangent demodulation. Equation 3.27 performs all
three steps at once. Our approach assumes the target remains within the same range bin through-
out. In Equation 3.27, this is equivalent to fixing the beat frequency, fb, for all i. However, by
not explicitly extracting the range bin signal, this approach makes it impossible to perform the
magnitude analysis above and to analyse and correct for DC offsets. Correcting for DC offsets can
especially improve the resulting phase signal as can be seen in Figure 3.5. For this reason, we prefer
our step-by-step implementation over the all-at-once implementation.

For two of the three applications presented here, we are specifically interested in the frequency
content of the radar phase signal. This can be obtained by applying the FFT on the radar phase
signal. If the FFT is applied on the entire radar phase signal, then a single frequency estimate is
obtained. With Figure 3.6 below, we demonstrate how a time-frequency analysis of the phase signals
yields a time indexed frequency estimation. In the figure is the frequency of vibration of a speaker
placed 70 cm from the radar. The frequency of the input signal into the speaker’s amplifier is then
ramped from 5 Hz at the start of the experiment, up to 60 Hz, and then down to 5 Hz again. In
general, we used the small motions exhibited by the diaphragm of an 8 Ohm speaker as a testing
model to verify the various parts of the theory presented here before conducting experiments on
participants.
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Figure 3.6: It is possible to estimate a time indexed sequence of frequency estimates using our
approach. This is achieved by applying a Short Time Fourier Transform (STFT) on the phase
signals. Here, a time-indexed frequency estimation, from the radar phase signal, of the frequency of
vibration of a speaker is illustrated. Specifically, this is experimental data from phase STFT results.
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Chapter 4

Heart Rate Estimation with Radar

4.1 Introduction
In the previous chapter we demonstrated how applying the Range FFT to appropriate radar data
reveals how far a target of interest is from the radar. We also demonstrated how this information
can be used to extract the radar phase signal from the data. Additionally, we argued why this phase
signal encodes information about the small motion of the target. In this chapter, we present the first
of three applications of this theory. Specifically, we monitor the human heart rate non-invasively
and without contact with more than 96% accuracy. Radar-based heart rate estimation is favourable
because it is low-cost, non-contact and can be performed with clothing on.

4.2 Experimental Design
Throughout this entire project, six participants were recruited to provide data for the evaluation of
our small motion monitoring techniques. For each of the three applications (heart rate estimation,
respiration rate estimation and muscle activity monitoring), data to evaluate the technique is col-
lected from some subset of these six participants. We refer to these participants as participant 1
to 6. For heart rate estimation, data was collected from participants 3, 4, 5 and 6. Three of these
participants are male and one is female. All participants are aged between 22 and 25 years.

Four experiments were performed on each participant. We therefore have 16 experiments worth
of data. Each experiment was about 52 seconds long and involved the participant sitting upright and
still facing the radar in front of their chest. All participants were fully clothed and dressed as they
arrived for these experiments i.e. no effort was made to influence the clothing of the participants.
Figure 5.1 presents the radar rig used to collect data. The tripod on which the radar is mounted
was adjusted such that the rod on top of which the radar and cameras sit (see Figure 5.1) was 87 cm
from the ground. Each participant sat 70 cm from the tripod on a chair. The seat of the chair was
adjusted to a height of 60 cm above the ground.

An effort was made to ensure that the radar points on the area of the chest that moves as a
result of heart beat as much as possible. This area can easily be determined by placing a hand just
below the left-hand side breast. This is important because the chest movement due to heart beat is
about one to two orders of magnitude less than the movement due to respiration and can therefore
be easily masked by this much larger movement.

For the duration of each experiment, each participant wears Maxim Integrated’s
MAXREFDES103# smart watch around their right-hand side wrist. The MAXREFDES103# uses
a photoplethysmography (PPG) sensor to monitor heart rate. It achieves this by making use of a
set of LEDs and a photodetector to measure blood volume changes [54]. We use the PPG heart
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rate estimates as the reference or ground truth against which our radar heart rate estimates are
compared. The radar data is sent to a desktop via ethernet and the PPG data is sent to the same
desktop via USB. Both data are timestamped with the desktop’s time.

In all three of our applications, time-division multiplexing (TDM) was used to achieve a multiple-
input-multiple-output (MIMO) system. The TI IWR6843ISK FMCW radar has three transmitters
(Txs) and four receivers (Rxs), allowing a total of 12 virtual receivers in TDM-MIMO [44]. With
TDM-MIMO, only one of the three Txs is transmitting a chirp at any given time enabling the Rxs
to separate the signals from different Txs [48]. MIMO is useful for such things as angle-of-arrival
estimation. In this work, we take advantage of the redundancy provided by the 12 virtual Rxs to
select the Rx channel with the best radar phase signal and process that signal. We noticed that the
quality of the signals in the Rx channels often differed.

4.3 Results
Figure 4.1a below depicts the radar phase signal from one of the 16 experiments. This phase
signal encodes the small motion of the chest due to heart beat and respiration as discussed in
Chapter 3. The obvious periodic variation in the signal reflects respiration which is dealt with
in the next chapter. The variation due to heart beat, however, is subtle and imperceptible to the eye.

Crudely, the respiration rate could be estimated simply by counting the number of cycles in
the radar phase signal in Figure 4.1a. This is not possible for heart rate estimation. Instead,
we rely on the Fourier transform and knowledge of the range of frequencies at which heart
rate is to be expected. Figure 4.1b depicts the frequency spectrum of the radar phase signal
in Figure 4.1a. The spectrum has a peak at 0 bpm due to stationary objects in the range bin
of interest e.g. the bulk of the participant’s body. There is also a peak at about 22 bpm due
to respiration and another one at about 44 bpm, which is a harmonic of respiration [20] [16] [55] [56].

As mentioned previously, the normal resting heart rate for an adult lies between 60 bpm and
100 bpm. In this work, we estimate the heart rate as the frequency corresponding to the peak in the
range 60− 100 bpm. In Figure 4.1b, this frequency, and thus the estimated heart rate, is 75.1 bpm.
Normal healthy individuals can have heart rates less than 60 bpm; this is typical of athletes and
was observed in participant 5. Moreover, other individuals can have heart rates above 100 bpm,
for example during and after smoking [57] and such high heart rates were observed in participant
6. We therefore actually looked for the heart rate in the range 48 − 138 bpm. In [47] and [48],
the same goal is achieved by passing the radar phase signal through a bandpass filter with cut-off
frequencies at 48 bpm and 120 bpm.

The frequency spectrum in Figure 4.1b is obtained by taking the Fourier transform of the entire
52 seconds long radar phase signal in Figure 4.1a. We may, however, also be interested in how the
heart rate varies within the 52 seconds long window. In order to represent the estimated heart rate
in this way, we instead apply the STFT on the radar phase signal. Figure 4.2 depicts the resulting
radar heart rate signal as a function of time as well as the PPG ground truth heart rate signal. The
STFT was implemented by taking the FFT of 1.1 s successive segments of the radar phase signal.
To improve the time resolution, 95% of the samples of each segment were overlapped with the next
segment. A segment of 1.1 s duration is long enough for a variation in frequency of at least 0.91 Hz
or 54.6 bpm. This duration should therefore be long enough time for the minimum frequency of
interest of 60 bpm.

As a measure of the performance of our radar heart rate estimation approach, we calculated the
error between the radar’s heart rate estimates and the PPG’s heart rate estimates. Specifically, we
calculated both the root mean square error (RMSE) and the mean absolute error or average absolute
error (AAE). Figure 4.3a presents the average RMSE and the AAE for each of our four participants
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Figure 4.1: The radar phase signal encodes the small motion of the chest due to heart beat and
respiration. The obvious periodic variation in the signal reflects respiration while the variation due
to heart beat, however, is subtle and imperceptible to the eye. We rely on the Fourier transform
and knowledge of the range of frequencies at which heart rate is to be expected to estimate heart
rate. For the data presented here, our heart rate estimate is 75.1 bpm.
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Figure 4.2: Heart rate signals from PPG (ground truth) and radar

averaged over the four experiments for each participant. The AAEs in Figure 4.3a were calculated
as follows:

AAE =
1

E

E∑
i=1

AAEi =
1

E ·M

E∑
i=1

M∑
m=1

|HRrm −HRPPGm| (4.1)

where E is the total number of experiments for each participant, M is the total number of
samples in the radar heart rate signal, HRrm is the mth sample of the radar heart rate signal and
HRPPGm is the mth sample of the PPG heart rate signal.

The average RMSEs in Figure 4.3a were calculated as follows:

RMSE =
1

E

E∑
i=1

RMSEi =
1

E

E∑
i=1

√√√√ 1

M

M∑
m=1

(HRrm −HRPPGm)2. (4.2)

Additionally, we also calculated the accuracy of our heart rate estimates. Figure 4.3b presents
both the mean and the median percentage accuracy of the radar heart rate estimates for each of
the four participants averaged over the four experiments for each participant. The mean or average
heart rate accuracy (AHRA) was calculated as follows:

AHRA =
1

E ·M

E∑
i=1

M∑
m=1

[
100−

[
|HRrm −HRPPGm|

HRPPGm
× 100

]]
. (4.3)

The average median heart rate accuracy (MHRA) was calculated as

MHRA =
1

E

E∑
i=1

MHRAi, (4.4)
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Table 4.1: Comparison of the heart rate estimation accuracy of our work to others.

Reference Distance (m) fmin (GHz) Accuracy (%)
Ours 0.7 60 98.5
[47] 1.7 77 80
[48] 1 77 99.2
[16] 1 5.46 98.5
[58] 2.48 9.6 55.2
[59] 1 80 87.2

where MHRAi is the median heart rate accuracy of experiment i.

In all the participants except participant 5, our radar heart rate estimation approach achieves
RMSE and AAE much less than 3 bpm. Our approach also achieves mean and median percentage
accuracy greater than 98%, except in participant 5. We suspect that this poorer performance
seen in participant 5 may be due to inaccurate ground truth estimates rather than or in addition
to inaccurate radar estimates. This is based on the fact that PPG is known to suffer degraded
performance on darker skin colours [11], which participant 5 has. Indeed, the MAXREFDES103#
also reports how confident it is about its heart rate estimates as a percentage and it reported
confidence values less than 85% much more frequently for participant 5.

The overall average RMSE, averaged over all four participants, is 2.06 bpm and the overall AAE
is 1.51 bpm. Our overall median heart rate estimation accuracy is 98.5% and the overall mean
accuracy is 98%. To make these results more informative, we also calculated the mean standard
deviation of the absolute errors (MSDAE) from the average absolute errors for each participant.
The results are also presented in Figure 4.3 below. The standard deviation value of 0.84 bpm for
participant 3 means that 68% of the time, the absolute error between the radar and PPG heart
rate estimates was within 0.84 bpm of 1.16 bpm. In other words, 68% of the time the absolute
error between the radar and PPG heart rate estimates was between 0.32 bpm and 2.02 bpm
for participant 3. The results for the other participants can be interpreted similarly. Finally,
the overall standard deviation of the absolute errors, averaged over all four participants, is 1.36 bpm.

In Table 4.1 we compare the heart rate estimation accuracy of our approach to similar radar
heart rate estimation approaches in the literature. For our approach and that in [16], the reported
accuracy is the median accuracy. We also include how far the participant is from the radar and
the starting frequency of the FMCW radar used. Our approach performs comparably to the best
approaches and better than half of the approaches. It is to be noted, however, that we had the
participants closest to the radar and performance tends to degrade the further a participant is from
the radar.
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Figure 4.3: The absolute errors between radar and PPG heart rate signals were calculated as a
measure of performance. For each participant, these errors were averaged over all samples and
experiments to give the average absolute errors. Additionally, the root mean square error, a common
metric in non-contact heart rate estimation, was also calculated and both metrics are presented in
(a). Also depicted in (a) are the average standard deviations of the absolute errors from the average
absolute errors. From the average absolute errors, the accuracy of the radar heart rate estimation
was calculated. Presented in (b) are the median and mean of these accuracies averaged over all
samples and experiments for each participant.
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Chapter 5

Respiration Rate Estimation with
Radar and Cameras

5.1 Introduction
In Chapter 3 we discussed how the phase signal can be used to estimate small motions. Chapter 4
expanded upon this to demonstrate how we can monitor heart rate. Phase analysis allows for the
estimation of motions so small that it would not be possible to estimate them through range alone.
Specifically, these are motions smaller than a range bin. Take for example the movement of the
chest due to breathing, with maximum displacement of about 4 − 12 mm [19] and our mmWave
FMCW radar with range resolution of 37.5 mm at best (see Chapter 3). With this motion and
range resolution, the chest would remain within the same range bin or the radar would register the
same range estimate throughout.

In this chapter, as was demonstrated for heart rate monitoring, an analysis of the phase
signal allows a very accurate estimate of the respiration rate. Additionally, we establish that, in
conjunction with radar, breathing rate can be estimated with a stereo camera pair with very similar
accuracy. Using triangulation, we use the two cameras to mimic the radar phase response and
produce a camera phase signal. Admittedly, the $732 cost of the GoPro HERO 7 Black stereo
camera pair setup is comparable to the $640 combined cost of the IWR6843ISK mmWave radar and
DCA1000EVM radar data capture board. Moreover, the radar can penetrate through clothing [6],
can operate in the dark and raises no privacy concerns.

However, cameras are ubiquitous, very easy to use and are already used for many purposes.
Secondly, it is not necessary to use GoPros. The low frequency range of respiration means that
almost any frame rate would be sufficient and a fine image resolution is unnecessary since the chest
is broad and any point on it will do. Finally, unlike other camera-based respiration rate estimation
approaches (for example motion capture [17]), our approach makes use of only two cameras compared
to four, and one marker (which is very useful but not necessary) compared to 32 to 89.

5.2 Camera Based Phase Estimation
Our respiration rate monitoring experimental setup consists of the Texas Instruments (TI)
IWR6843ISK mmWave FMCW radar and the DCA1000EVM data capture board. Both devices
are enclosed within a 3D-printed casing which is then mounted on a 35 cm long rectangular 3D-
printed rod. On either side of the radar is a GoPro HERO 7 Black camera (see Figure 5.1 below).
We refer to these as camera 1 and 2. From the front, camera 1 is to the right of the radar while
camera 2 is to the left. Both cameras are also mounted on the same rod. Finally, the rod is fixed to
an adjustable height tripod.
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Figure 5.1: Our respiration rate monitoring experimental setup consists of the Texas Instru-
ments (TI) IWR6843ISK mmWave FMCW radar and the DCA1000EVM data capture board. Both
devices are enclosed within a 3D-printed casing which is then mounted on a 35 cm long rectangular
3D-printed rod. On either side of the radar is a GoPro HERO 7 Black camera.

The radar’s phase signal, s, is obtained as per the discussion in Chapter 3, with the generic
target replaced by a person’s chest. As a result, the phase signal encodes the small motion of
the chest due to respiration. Here we discuss how this phase signal is computed using the image
sequences (or videos) from cameras 1 and 2.

Using the theory of the relativistic Doppler effect [19], we can study how the frequency, f ,
of electromagnetic (EM) waves emitted by a source moving at velocity v relative to an observer
changes. The perceived frequency change is often called the Doppler frequency shift, fD(t). This
frequency shift can be quantified as fv

c . In a radar setup such as in Figure 5.1, the EM waves travel
from the radar to the target and back. Therefore, the Doppler frequency shift observed at the radar
due to the relative motion between the radar and the target is [19]

fD(t) =
2fvr(t)

c
=

2

λ
vr(t), (5.1)

where vr(t) is the radial component of the target’s velocity (for a stationary radar).

The frequency of the signal received by the radar will be shifted by a value equal to fD(t) [19].

We also know that the instantaneous Doppler frequency shift due to some motion should be
related to the phase signal due to that same motion through
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fD(t) =
1

2π

dϕ(t)

dt
. (5.2)

Equating equations 5.1 and 5.2 and integrating to solve for the phase gives

ϕ(t) =
4π

λ

∫ t

0

vr(τ) dτ. (5.3)

If we can approximate vr(t) from the video data, then we can estimate the phase signal via
equation 5.3. We now consider how to estimate the radial component of the target’s velocity, vr(t),
from video. Figure 3.3 has been reproduced as Figure 5.2 below with the inclusion of cameras 1
and 2 in green (reproduced notation holds the same meaning). In black is the radar’s coordinate
system with origin at O while camera 1’s coordinate system (xc − yc − zc) is in yellow with origin
at Oc. Suppose that the target is within the fields of view of both cameras throughout the entire
time the radar is transmitting and the cameras recording. Also suppose that the target moved from
point A to point B in a time equal to Tc =

1
fc

, where fc is the frame rate of both cameras. We refer

to ~Vt = ~̇Xt as the instantaneous velocity of the target at point A.

x

y

z

Radar

O
~R0

~Xt

A

~Rt

Target B
Cam 1
Oc

xc

zc

yc

Cam 2

Figure 5.2: Our respiration rate estimation setup consists of a stereo camera pair and a radar
between the cameras. Suppose that the target is within the fields of view of both cameras and the
radar. Using triangulation, we use the two cameras to mimic the radar and produce a camera phase
signal.

Our task is to resolve ~Vt along ~R0. Let us approximate ~Vt as ~Vt =
~Xt

Tc
. Notice that we

can quantify ~Xt if we know the coordinates of both points A and B in the same coordinate
system. We calibrate cameras 1 and 2 by using an A4 checkerboard pattern to obtain the
intrinsic and extrinsic parameters. By identifying point A in an image from camera 1 and in
the corresponding image from camera 2, we can triangulate to obtain the 3D coordinates of
point A with respect to the yellow frame. The same procedure can be repeated for point B. We
now have vectors ~OcA and ~OcB, respectively. Finally, we have ~Xt = ~OcB− ~OcA and ~Vt =

~OcB− ~OcA
Tc

.

To resolve this ~Vt along ~R0, we must now compute ~R0. It is easy to see that ~R0 = ~OOc + ~OcA,
where ~OOc is the position of Oc relative to O and ~OcA is represented in the black frame. One of the
extrinsic parameters we get from stereo camera calibration is the position of camera 2 in the yellow
frame. Let this position be (L, 0, 0). Then ~OOc = (−L

5 , 0, 0). Note that this assumes that the
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radar lies exactly on the black x-axis on a point between camera 1 and 2, one-fifth of the way from
camera 1. Given our hardware (see Figure 5.1), this is a reasonable assumption. Finally, we must
transform the ~OcA we get from triangulation from the yellow frame to the black frame. By observing
what happens to the three unit vectors î, ĵ and k̂ of the yellow frame under the transformation, T ,
we are looking for, we find

T =

1 0 0
0 0 1
0 −1 0

 . (5.4)

Generally, at any time t = lTc (l ∈ {0, 1, 2, ..., F − 1}, where F is the total number of video
frames) with the target at point P , we have the velocity vector ~Vt and the line of sight (LOS)
~OP = ~OOc + ~OcP . We then find the radial component of the target’s velocity by taking the dot

product of ~Vt with the unit vector ~OP

| ~OP |
.

Figure 5.3: A rectified stereo pair of images is passed through readBarcode() to obtain the 2D
pixel coordinates of a point of interest (POI). These coordinates are used together with calibration
parameters to compute the 3D world coordinates of the POI. This way, instantaneous displacements
can be computed for all times t, 0 ≤ t ≤ F · Tc.

Figure 5.3 summarises the camera-based phase estimation for respiration rate monitoring.
The two images of the chest from cameras 1 and 2, I1 and I2 respectively, are first rectified (or
undistorted). Specifically, the target is a point on the chest. We place a QR code on the chest
and ensure that one of the three finder patterns is placed over this point. This allows us to make
use of the readBarcode() method from MATLAB’s Computer Vision Toolbox, which returns the
2D pixel coordinates of the finder patterns and thus the point of interest in the image. With these
coordinates and the calibration parameters, we triangulate to obtain the 3D world coordinates of
the point. Note that the QR code on the chest is unnecessary since one can track the point of
interest manually by selecting the right pixel in each image. However, this is very tedious and
time-consuming.

Figure 5.3 is just for illustrative purposes. In reality, all processing is done after the video data
has been captured i.e. post processing. This allows us to smoothen the often noisy radial velocity
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signal and to interpolate it so that the camera based phase has as many samples as the radar phase.
This is why we use the chirp time T in our discrete integration (we use the backward Euler method)
instead of the inter-image time Tc.

5.3 Experimental Design
We recruited four participants to provide data for the evaluation of our respiration rate monitoring
technique. These are the same participants 1, 4, 5 and 6 from Chapter 4. All four participants were
male between the ages of 22 and 25. If necessary for the QR code to stick, the skin on the chest
was shaved with a brand new razor blade for each participant and then the QR code was pasted on
the shaved skin patch with paper glue.

The tripod was adjusted such that the rod on top of which the radar and cameras sit was 87 cm
from the ground. Each participant sat 70 cm from the tripod on a chair. The seat of the chair was
adjusted to a height of 60 cm above the ground.

We take advantage of the fact that respiration can be controlled voluntarily. We asked each
participant to breath at a known frequency. As a cue to help the participants breath at this frequency,
we blink a big orange LED in front of them. The LED is driven by a signal generator producing a
square wave at this frequency. When the LED is on, we ask the participants to breath in and when
the LED is off, we ask them to breath out. A similar LED, driven by the same signal, is placed
within the field of view of the cameras. By tracking this LED’s brightness across video frames, we
get a ground truth signal against which we compare our phase based radar and camera respiration
signals. The LED’s frequency was changed from experiment to experiment, taking on 200 mHz,
250 mHz and 300 mHz (that is 12 bpm, 15 bpm and 18 bpm respectively).

5.4 Results
The results presented here are from a total of 16 experiments across the four participants. Four
experiments were conducted for each participant. Each experiment is about 1 minute (57.1 s)
long. Of these experiments, eight had the LED blinking at 200 mHz (12 bpm), three at 250 mHz
(15 bpm) and five at 300 mHz (18 bpm). Figures 5.4 and 5.5 present the data from one of these
experiments.

For the experiment presented in Figures 5.4 and 5.5, the LED was blinking at 250 mHz (15 bpm).
Figure 5.4a presents the LED’s ON or OFF state signal during the experiment. The corresponding
radar and camera phase signals are presented in Figure 5.4b. It can be seen that whenever the
LED’s state transitions from ON to OFF, the phase signals change from decreasing to increasing.
The participant changes from breathing in to breathing out during an ON to OFF transition. As a
result of exhaling air from the lungs, their chest moves inward and away from the radar and there-
fore the displacement, and thus the phase, increases. The reverse is true for an OFF to ON transition.

Recall from Section 5.2 that the camera phase signal is computed from the radial component
of the chest’s velocity. In addition to getting this component by resolving ~Vt along the line of
sight (LOS), ~OP , at each time t (assuming the point of interest on the chest is at P ), we also
experimented with simply resolving ~Vt along the radar frame’s y-axis (see Figure 5.2) for all time.
Of course, this y-axis only approximates the LOS and the approximation gets worse the further
away point P is away from the y-axis. Since we are specifically interested in small motion, this
approximation is reasonable. The advantage of this approximation is that the LOS does not have
to be updated at each time t. For this reason, we say this LOS is fixed, as opposed to updated.
Figures 5.4c and 5.5c present the results obtained using the fixed LOS to compute the camera phase
signal.

42



0 10 20 30 40 50

OFF

ON

Time [s]

L
E
D

S
ta
te

LED Reference Signal

(a) State of the reference LED during the experiment

0 10 20 30 40 50

−30

−20

−10

0

Time [s]

P
h
a
se

[r
a
d
]

Radar and camera phase signals due to respiration

Radar
Camera

(b) Phase signals encoding respiration (LOS updated)

0 10 20 30 40 50

−25

−20

−15

−10

−5

0

5

Time [s]

P
h
a
se

[r
a
d
]

Radar and camera phase signals due to respiration

Radar
Camera

(c) Phase signals encoding respiration (LOS fixed)

Figure 5.4: Radar and camera data recorded during one of the respiration rate experiments. (a)
ON-OFF state of the reference LED during the experiment. (b) Recorded radar and camera phase
signals encoding chest movement due to respiration (LOS updated). (c) Recorded radar and camera
phase signals encoding chest movement due to respiration (LOS fixed).
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Figure 5.4 depicts how the LED state, radar phase and camera phase change with time.
Complementarily, Figure 5.5 illustrates the frequency content of these same signals. It can be seen
that both the radar and camera phase frequency spectra have a dominant peak around 15 bpm
as expected. To be exact, the radar phase’s peak is at 15.09 bpm, the camera phase’s peak at
15.12 bpm and the LED reference signal’s peak at 15.21 bpm. For the fixed LOS, the camera
phase’s peak is at 15.09 bpm, which is the same as the frequency estimated by the radar phase.
These frequency values corresponding to the peaks are the respiration rate estimates for the two
sensors.

Over all 16 experiments, our non-contact respiration rate estimation system achieved average
absolute errors (AAE) of 0.09 bpm and 0.10 bpm for the radar and camera, respectively. Using the
fixed LOS approximation, the achieved AAE for the camera respiration rate estimation is 0.13 bpm.
We calculate AAE for the radar respiration rate estimates as

AAE =
1

E

E∑
i=1

|RRri −RR∗i|, (5.5)

where E is the total number of experiments, RRri is the respiration rate estimated by the radar
in experiment i and RR∗i is the ground truth respiration rate in experiment i.

AAE for the camera respiration rate estimates is calculated the same way with RRri replaced
by RRci, which is the respiration rate estimated by the camera in experiment i.

Another metric often quoted in vital sign estimation literature is the respiration rate accuracy.
Similarly to [60], we calculate the overall average respiration rate accuracy (ARRA) of our radar
estimates as a percentage:

ARRA =
1

E

E∑
i=1

[
100−

[
|RRri −RR∗i|

RR∗i
× 100

]]
. (5.6)

Just as it is for AAE, the ARRA for the camera respiration rate estimates is calculated by
replacing RRri with RRci.

Our system achieved an ARRA of 99.35% for the radar estimates and an ARRA of 99.26% for
the camera estimates. Using the fixed LOS approximation, the achieved ARRA for the camera
respiration rate estimation is 99.06%. Based on the reported AAEs and ARRAs above, notice that
the fixed LOS approximation achieves very slightly poorer performance as compared to the updated
LOS phase computation.

Table 5.1 presents a comparison of the respiration rate estimation accuracy achieved in our work
to other work available in the literature. Only the work in [48] achieves better performance than
ours. Granted, our participants were closer to the radar than in other work though not by much.
In this work, we estimated the respiration rate by taking the Fourier Transform of the entire 57.1 s
long radar phase signal. This gives us good frequency resolution but poor time resolution since we
get only one respiration rate estimate per 57.1 s, with no access to how the respiration rate varies
within the 57.1 s.

We also investigated how the AAE changes with or is affected by each of our four participants
and how it changes with or affected by what the ground truth respiration rate is. The bar graphs
in Figure 5.6 present both the radar and camera (LOS updated) AAE for each participant and for
each ground truth respiration rate. Though admittedly, we experimented on a few participants
and distinct ground truth respiration rates, no marked change is observed on AAE across both
participants and ground truth respiration rates.
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Figure 5.5: Frequency spectra of the radar and camera data recorded during one of the respiration
rate experiments. (a) Frequency spectrum of the LED reference signal. (b) Frequency spectra of
the radar and camera phase signals encoding chest movement due to respiration (LOS updated).
(c) Frequency spectra of the radar and camera phase signals encoding chest movement due to
respiration (LOS fixed).
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Figure 5.6: Presented here are the average absolute errors of our respiration rate estimates averaged
over experiments for each participant. We then averaged these errors across experiments and par-
ticipants to give the average errors across the ground truth respiration rates.
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Table 5.1: Comparison of the respiration rate estimation accuracy of our work to others.

Reference Distance (m) Accuracy (%)
Ours 0.7 99.4
[47] 1.7 94
[48] 1 100
[16] 1 99.3
[59] 1 91.1

Recall that the camera phase signal estimates the radar phase signal. Because of this, we also
investigated how well the camera phase signal estimates the radar phase signal. We do this by
calculating the Pearson’s correlation coefficient r, the average absolute error, the standard deviation
of the average absolute error and the slope m and bias c of the best fit line between the two
phase signals. The Pearson’s correlation coefficient is a measure of how two datasets are similar.
It assumes a value between -1 and 1. Values 1 and -1 imply that the two datasets are perfectly
positively correlated and perfectly negatively correlated, respectively. A value of 0 implies that the
datasets are uncorrelated. We calculate this value as [47]

r =

∑M
i=1(ϕri − ϕr)(ϕci − ϕc)√∑M

i=1(ϕri − ϕr)2
√∑M

i=1(ϕci − ϕc)2
, (5.7)

where ϕri is the ith radar phase signal sample, ϕci is the ith camera phase signal sample, ϕr is
the average of the radar phase signal, ϕc is the average of the camera phase signal and M is the
total number of received chirps.

For the same experiment whose results are presented in Figures 5.4 and 5.5, the Pearson’s
correlation coefficient between the radar phase signal and the camera phase signal (LOS updated)
is 0.83. Using the fixed LOS approximation, the correlation coefficient is 0.74. Over all the 16
experiments, the average Pearson’s correlation coefficient is 0.62 (LOS updated) and 0.69 for the
fixed LOS approximation. Both of these values are considered moderate positive correlation, with
the 0.69 for the fixed LOS approximation indicating borderline strong positive correlation [61].

In Figure 5.7 are scatter plots of the camera phase signal against the corresponding radar phase
signal. These are the same phase signals in Figure 5.4. Also presented in these plots are the lines
along which the dependent variable is equal to the independent variable i.e “y = x” line or where
the camera phase signal is equal to the radar phase signal in our case. Finally, the lines that
best fit the phase data are also depicted. If the camera phase signal was a perfect estimate of the
radar phase signal (that is, r = 1), then the phase samples, the line that best fits them and the
“y = x” line would all coincide. Note that departure from the ideal cannot all be accounted for
in the camera phase signal. The radar phase signal itself is prone to errors as discussed in Section 3.6.

For small values of the radar phase (that is, close to 0), we see that the best fit line is fairly close
to the “y = x” line. For larger values of the radar phase, the lines diverge. The small motions that
interest us correspond to small values of the radar phase and thus the camera phase signal should
be a reasonable estimate. The best fit line in Figure 5.7a (LOS updated) has slope m = 1.29 and
bias c = −1.08 rad while that in Figure 5.7b (LOS fixed) has slope m = 0.88 and bias c = 0.69 rad.
In the ideal case, we would have m = 1 and c = 0 rad.

Over the 16 experiments, the average slope of the best fit line is m = 0.80 (LOS updated) and
m = 0.76 (LOS fixed). The slope is a measure of how sensitive the camera phase is to changes in
the underlying small motion, relative to the radar phase. A value of the slope less than 1 indicates
that the camera phase is less sensitive to the underlying small motion compared to the radar phase.
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Figure 5.7: Camera phase signal versus radar phase signal scatter plots illustrating the relationship
between the two signals. If the camera phase signal was a perfect estimate of the radar phase signal,
then the phase samples, the line that best fits them and the “y = x” line would all coincide. (a)
Scatter plot illustrating the relationship of camera phase to radar phase (LOS updated). (b) Scatter
plot of camera phase data against radar phase data (LOS fixed).

48



As one would expect, our average slope values indicate that the camera phase is less sensitive than
the radar phase. Additionally, our average slope values indicate that the LOS updated approach is
more sensitive than the fixed LOS approach. This is also evident in Figure 5.4.

The average bias of the best fit line is c = −5.71 rad (LOS updated), which translates to a
bias of 2.27 mm in the underlying small motion. Using the fixed LOS approximation, the average
bias is c = −4.96 rad, which translates to a bias of 1.98 mm in the underlying small motion. In
the frequency estimation, the bias appears as a component at DC (at 0 Hz). The lower bound of
normal respiration rates (≈ 0.2 Hz) is large enough for this DC component, and thus the bias, to
not be a problem for our camera based respiration rate estimation.

In this study, we used the brightness signal from an LED blinking at a known frequency as a
cue for our participants to follow as they breathe normally. Though we did not have access to a
conventional respiration rate sensor (as we did for heart rate, see Chapter 4) that could give us
respiration rate ground truth across time to compare our estimates to, it is possible to estimate a
time indexed sequence of respiration rates using our approach. This is achieved by performing a
time-frequency analysis, for example by applying a Short Time Fourier Transform (STFT) on the
phase signals instead of a Fourier transform on the entire phase signal all at once.
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Chapter 6

Muscle Activity Monitoring with
Radar and Cameras

6.1 Introduction
EMG, though it is expensive, is vital for rehabilitation from neurological and orthopaedic disor-
ders [23]. It monitors muscle activity by measuring the electrical signals from the brain that excite
muscles [21]. Other methods of monitoring muscle activity, such as laser doppler myography (LDMi)
and Sonomyography (SMG), exist. LDMi is a non-contact approach, exploiting the fact that muscles
vibrate when active [25]. LDMi measures the minute displacement of the skin over the vibrating
muscle [42] while SMG measures the shape change or deformation of the muscle [37]. EMG,
however, is still the most widely used muscle activity monitoring approach [41]. Unfortunately,
the “gold standard” EMG system, Noraxon, is expensive at more than $29, 000. Additionally,
electrodes can be uncomfortable and invasive (needle electrodes) to patients and are often prone to
electrical noise (surface electrodes).

In this chapter we demonstrate that, using the same hardware and algorithms from the
respiration rate estimation chapter, we can monitor muscle activity using radar phase and camera
phase signals. For respiration rate monitoring, the phase signals encode the small motion exhibited
by the surface of the skin on the chest due to respiration. Here, the phase signals encode the small
motion exhibited by the surface of the skin over the muscle of interest due to muscle activity.

In [33], Jun Shi et al. used ultrasound images to track the motion of the surface of the biceps
brachii muscle during an isometric contraction. From their ultrasound images, it is clear that this
muscle’s surface is just underneath the skin surface. It is also clear that the skin surface, whose
motion we monitor here, moves with the muscle’s surface. They draw the conclusion that their
SMG signal could potentially be used to complement EMG as a muscle assessment tool.

Similarly, in [37], optical flow is used to track the thickness of the brachioradialis muscle. It is
demonstrated that this muscle deformation correlates with elbow output force at a level compara-
ble to EMG during different isometric contractions. Our phase based muscle activity monitoring
approach measures the small motion at the surface of the skin over the muscle of interest. This
motion is due to the muscle’s motion and/or deformation, measured in [33] and [37], respectively.
Because of this, our approach measures the same signal measured by sonomyography (SMG). We
call it radiomyography (RMG).
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6.2 Experimental Design
To evaluate the performance of our radar and camera based muscle activity monitoring system, we
recruited three participants from which the required data was collected. These are participants 1,
5 and 6 from Chapters 4 and 5 above. From each participant, during each experiment, three sets
of time-synchronised data were collected. These are radar, video and EMG data. The radar and
EMG sensors were externally triggered to start recording by a common signal generated by a signal
generator. When a button on the signal generator is pressed to send the trigger signal, a light turns
on in the scene of the cameras. This light is then used to synchronise the cameras with the other
two sensors.

Four experiments, each about 1 minute (57.1 s) long, were conducted on each participant.
During an experiment, a participant was asked to isometrically contract and relax their vastus
lateralis muscle (the strongest and largest quadriceps muscle that runs along the entire length of
the lateral side of the thigh) randomly. As with the respiration rate estimation, a QR code was
pasted on the skin over the vastus lateralis muscle with paper glue. If necessary for the QR code
to stick, the skin was shaved with a brand new razor blade for each participant. A pair of EMG
electrodes was placed over the vastus lateralis and one EMG ground electrode was placed over the
patellar tendon (see Figure 6.1).

Each participant sits on top of a table that is placed 70 cm in front of the tripod while wearing
shorts to expose the QR code to the cameras, as presented in Figure 6.1. The tripod’s height is
adjusted such that the radar’s receivers and transmitters are at the same height as the participant’s
vastus lateralis muscle. An effort is made to ensure the vastus lateralis muscle is on the radar’s
boresight.

Figure 6.1: Each participant sits on top of a table that is placed 70 cm in front of the tripod while
wearing shorts to expose the QR code to the cameras. Also in the figure is the signal generator used
to provide a common trigger signal to the radar and EMG sensor. The bright blue light on one of
the signal generator’s buttons is used to synchronise the cameras with the other two sensors.

6.3 Results
The results presented here are from a total of 12 experiments across the three participants. Four
experiments were conducted for each participant. Each experiment is about 1 minute (57.1 s) long.
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Figure 6.2 below illustrates the EMG, radar phase and camera phase signals recorded from one such
experiment, specifically from participant 1. We observe that each time the participant contracts
the vastus lateralis, the radar and camera phase signals increase. This implies that contraction
deforms the vastus lateralis muscle away from the radar-camera rig. Conversely, when the muscle
is relaxed, the radar and camera phases decrease. This suggests that relaxation deforms the muscle
towards the radar-camera rig.

The most noticeable feature of Figure 6.2 is the high correlation between the EMG signal and
the deformation signals (as measured by the phase signals). Several other studies [33] [34] [37] have
demonstrated that muscle deformation (as measured through ultrasound images) correlates with
muscle activity (as measured through EMG) and/or muscle force.

Another relationship that was observed between normalised EMG and normalised radar (and
camera) phase is that during contraction, the deformation is an exponential function of the EMG.
The signals are normalised by dividing each sample by the largest sample in the signal. This
exponential relationship was also observed in [33] and [62] where deformation was measured through
SMG. Figure 6.3b presents a scatter plot of normalised radar phase against normalised EMG for
the first contraction in Figure 6.2. The exponential relationship between the two variables can be
seen in this plot.

Also depicted in Figure 6.3b is an exponential curve that best fits the data. Following [33]
and [62], the best fit line was modelled as

Y = A(1− e−BX), (6.1)
where Y is the normalised muscle deformation, X is the normalised EMG, A is the asymptotic

value of Y and B is the exponent coefficient determining the curvature.

To solve for the model coefficients A and B, the problem was posed as a non-linear least-squares
curve fitting problem and solved using the Levenberg–Marquardt algorithm. For the data in
Figure 6.3b, the values of A and B were found to be 0.91 and 3.68, respectively. The equation of
the depicted best fit line is thus Y = 0.91(1− e−3.68X).

The model coefficients were calculated for all 12 experiments. Figure 6.4 below presents the 12
values of each coefficient across participants and experiments. The average values of A were found
to be 1, 0.91 and 1.06 for participants 1, 5 and 6 respectively. For B, the average values were found
to be 3.45, 12.83 and 3.60 for participants 1, 5 and 6 respectively. Based on [33] and [62], these are
typical values. In [33], the average value of B for the biceps brachii muscle over seven participants
is 6.19. In [62] it is 7.69 for the biceps brachii muscle over five participants whereas we have 6.63 as
the average value of B over all three participants.

In Figure 6.4 we present the values of A and B for each participant separately. This is because
the value of B may be fundamentally specific to each participant. Indeed, in [33] it was established
through ANOVA that there was a significant difference in B across the seven participants.
Differences in B across participants mean that the percentage change in muscle deformation per
percentage change in the driving EMG varies across participants. The relatively high average
B value of 12.83 for participant 5 (see Figure 6.4b) suggests that participant 5 has the highest
percentage change in muscle deformation per percentage change in the driving EMG. Of course,
this then means that the muscle deformation for this participant saturates at lower percentage
values of the EMG.

We do not calculate the Pearson’s correlation coefficient between radar (or camera) phase and
EMG because the relationship is not linear. In fact, we have established that it is exponential (see
Figure 6.3b). Now that has been established, we measure the goodness of fit of our exponential
model to the observed data. We do this by computing the coefficient of determination R2. The
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Figure 6.2: During each experiment, a participant was asked to isometrically contract and relax
their vastus lateralis muscle randomly. Three sets of time-synchronised data were then collected.
These are radar, video and EMG data as presented here.
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Figure 6.3: Illustrated in (a) is the normalised EMG and corresponding normalised radar phase
from a single contraction-relaxation cycle in Figure 6.2b. The relationship observed between the two
normalised signals is characteristic of muscles and, represented differently, it results in the hysteresis
curve in Figure 6.6. A scatter plot of the normalised radar phase against normalised EMG during
the contraction phase of (a) is presented in (b). Also included in (b) is the exponential line that
best fits the data. The exponential relationship observed here is typical.
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Figure 6.4: The relationship of normalised radar phase to normalised EMG during the contraction of
a muscle has been observed to be exponential, as depicted in Figure 6.3b. Equation 6.1 is often used
to model the relationship and we do the same here. In (a) is the value of coefficient A and in (b) is
the value of coefficient B for the data collected from all the experiments viewed per participant.
MATLAB’s lsqnonlin() method from the Optimisation Toolbox is used to fit Equation 6.1 to the
data.
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coefficient of determination is a measure of the proportion of the variation in the dependent variable
(the muscle deformation) that is predictable from the independent variable (the EMG) using our
exponential model. The value of R2 is calculated as follows:

R2 = 1−
∑n

i=1(yi − fi)
2∑n

i=1(yi − ȳ)2
, (6.2)

where n is the total number of samples in the data used, yi is the ith sample of the observed
normalised radar phase, ȳ is the mean value of the observed normalised radar phase and fi is the
ith sample of the normalised radar phase predicted by the model.

Equation 6.2 gives a value between 0 and 1. The goodness of fit for the illustrative experiment
in Figure 6.3 is 0.88. This means that 88% of the muscle deformation is predicted or accounted
for by the EMG. Figure 6.5b presents the average value of R2 for each of the three participants,
averaged over the four experiments. We found the average value of R2 across all participants to be
72% whereas in [33] they found the average value of R2 to be 88%.

Another interesting phenomenon or relationship between EMG and muscle deformation can
be observed in Figure 6.3a. The plots in this figure can be considered in two stages, the ON
or contraction stage from about 2 s to about 3 s and the OFF or relaxation stage from about
5.5 s to about 6 s. Notice that a given percentage of muscle deformation (normalised radar
phase) corresponds to a lower percentage EMG during the OFF stage than during the ON
stage. This phenomenon is easily observable when the normalised EMG is plotted against the
normalised radar phase for only the ON and OFF stages. Figure 6.6 below depicts such a plot,
drawn from the data in Figure 6.3a. The resultant curve is called a hysteresis curve and was
also observed in [33] and [63]. In [33], the hysteresis is between muscle deformation and EMG
and is exactly as we observe here. In [63] however, it is observed between muscle deformation
and force and it is stated that such hysteresis curves are well known in biomechanics. EMG
increases during the ON stage and decreases during the OFF stage, and therefore the hystere-
sis in Figure 6.6 (and [33]) has a clockwise direction while that in [63] has an anti-clockwise direction.

The final observation common between our study and the studies in [33] and [63] is that the
rate of muscle deformation is typically higher during the ON stage compared to the OFF stage.
As in [33] however, this effect was not always observed. It was almost exclusively observed only in
participant 1. In [33], this limitation was attributed to the low frame rate (8 Hz) of their ultrasound
imaging system and the inability of the participants to reduce torque smoothly. In our study, the
muscle deformation was sampled at the slow time frequency of 178.5 Hz, which is more than 20
times that in [33]. However, no effort was made to ensure that the muscle was relaxed smoothly.

Additionally, it was noticed that the data from participant 1 contained significantly less random
body motion (RBM) as compared to participants 5 and 6. RBM is any motion of the body
that is not the motion of interest. This RBM may also be the reason why participants 5 and 6
had lower average values of the coefficient of determination than participant 1 (see Figure 6.5b).
This is plausible since that would mean some of the variation in the muscle deformation that is
unaccounted for by EMG is accounted for by the RBM.

Finally, another limitation of our approach is that the recovered muscle deformation is prone to
drift. This means that after contraction, the radar phase does not return back to 0 rad even though
the muscle has been relaxed (see Figure 6.2b). This happens because after every contraction, the
muscle does not return to exactly the same position relative to the radar-camera rig as it was
before the contraction. Though an effort was made by each participant to avoid translation of the
leg, the leg was not strapped in place. The SMG approach is also prone to this drift problem as
demonstrated in [34], [35] and [37]. Ways of correcting this drift for ultrasound recovered muscle
deformation exist. It was hypothesised in [37] that drift was the cause of diminished performance
and it was demonstrated in [34] that correcting this drift can improve some performance measures.
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Figure 6.5: Using Equation 6.1 and the model parameters in Figure 6.4, we computed the normalised
radar phase predicted by the model given some normalised EMG from our data. In (a) is the resulting
normalised radar phase and the normalised radar phase actually observed from the experiment in
Figure 6.2b. With these computed radar phases, we computed the goodness of fit of our exponential
models for all experiments. In (b) is the goodness of fit across participants.
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Figure 6.6: Presented here is the normalised EMG data from the illustrative experiment and illus-
trative contraction-relaxation cycle plotted against the corresponding normalised radar phase. Only
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the contraction is held is not depicted. The hysteresis curve observed here is characteristic and well
known in biomechanics.

Similarly, it was observed in our study that contraction stages severely affected by drift have very
poor coefficients of determination.

Based on the foregoing results and discussions, we argue that the recovered radar phase signal is
the same muscle deformation signal recovered through SMG. Several studies [33] [34] [35] [37] [63]
have demonstrated that this signal correlates with muscle force. More importantly, experiments
performed in [37] have demonstrated that participants can be instructed to use this signal to track
a trajectory. This deformation-based trajectory tracking can be performed with accuracy similar to
that achieved with EMG-based trajectory tracking and participants prefer using this deformation
signal. The muscle deformation signal is thus a new avenue for device control, e.g. the control of
prosthetics.

However, unlike SMG, our approach is not only non-invasive but also non-contact. SMG is
technically challenging to implement without contact because of the difference between the acoustic
impedance of air and that of human tissue. At the interface between media with different acoustic
impedances, some of the acoustic energy is transmitted into the other medium while some is
reflected [39]. To reduce the amount of reflected energy at the air-skin interface, the acoustic
impedance of the skin must match that of the media the ultrasound transducer is in (i.e. the two
media must be acoustically coupled). To achieve this, an ultrasound gel is often applied on the skin
and the transducer placed in it [33], making it impossible for the transducer to be ‘non-contact’ in
any real sense.

All the muscle deformation signals presented above and the accompanying discussions have
been from and about radar phase signals. However, we perform respiration rate and muscle
activity monitoring using both radar and cameras independently. Figure 6.7a below presents
the mean Pearson’s correlation coefficient between the radar phase signal and the camera
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phase signal across participants, averaged over the four experiments for each participant. One can
see that the radar phase signal and the camera phase signal are highly correlated for all participants.

Because of the similarity between the radar phase signal and the camera phase signal, the
relationships observed between EMG and radar phase are also observed between EMG and the
camera phase signal. Figure 6.7b demonstrates that the same exponential relationship observed
between normalised EMG and normalised radar phase is also observed between normalised EMG
and normalised camera phase. In addition, Figure 6.7c demonstrates that the same hysteresis effect
observed between normalised EMG and normalised radar phase is also observed between normalised
EMG and normalised camera phase.

Recall from Chapter 5 on respiration rate estimation, we found that updating the LOS resulted
in slightly better performance compared to keeping the LOS fixed for the camera-based respiration
rate estimation. However, for the muscle activity monitoring experiments in this chapter, updating
the LOS lead to much worse camera-based results compared to keeping the LOS fixed. One major
difference between the experimental setups for respiration rate and muscle activity is that the QR
code in the muscle activity experiments is much lower in the video frames than it is in the respiration
rate experiments (compare Figures 5.3 and 6.1). Recall again that if a target moves back and forth
on the y-axis in Figure 5.2, then its LOS to the radar remains fixed. We suspect then that by virtue
of the QR code (the “target”) being closer to the y-axis in the muscle activity experiments than it is
in the respiration rate experiments, assuming that the LOS is fixed is a better approximation than
whatever errors are incurred in the computations that update the LOS (see Section 5.2).
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Figure 6.7: (a) Presents the mean Pearson’s correlation coefficient between the radar phase signal
and camera phase signal across participants, averaged over the four experiments for each partici-
pant. (b) Depicts that the same exponential relationship observed between normalised EMG and
normalised radar phase is also observed between normalised EMG and normalised camera phase.
(c) Illustrating the relationship between normalised EMG and normalised camera phase, which is
also the same hysteresis effect observed between normalised EMG and normalised radar phase.
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Chapter 7

Limitations, Recommendations and
Conclusions

7.1 Introduction
In this chapter we discuss important limitations of our non-contact small-motion monitoring ap-
proach. After highlighting each limitation, we recommend a potential way of addressing it in future
work. Finally, conclusions from the work are drawn.

7.2 Limitations and Recommendations
7.2.1 Random Body Motion (RBM) Cancellation
A challenge that faces any approach that monitors an object’s small motion is the presence of larger
motions that corrupt the signal of interest. For this reason, our approach requires the participant
to remain still during the data recording process. The radar signal phase in Figure 4.1a can be
seen to slowly drift upwards during the experiment. This is due to the participant’s torso leaning
away from the radar during the experiment. If this RBM was sufficiently faster and of sufficient
magnitude, then the respiration or heart rate of interest would be masked.

We have already seen how the larger amplitude movements of the chest due to respiration mask
the component of the signal from the smaller amplitude movements due to heart beat. If the
frequency of the corrupting signal is sufficiently larger or smaller than the frequency of the signal
of interest, filtering can solve this challenge. This is the approach that most work in the literature
take to extract heart rate from the radar signal phase, in the presence of only respiration. We also
take a similar approach. Filtering is, however, not reasonable when the frequency ranges of the
signals are unknown or are very close.

As discussed in Chapter 6, RBM causes drifts in the resulting radar (and camera) signal phase.
These drifts are not much of a problem for frequency analysis and thus respiration and heart
rate estimation. For muscle activity monitoring however, where we are interested in the degree of
activity, drifts are an issue (see Figure 6.2a).

A potential way to achieve random body motion cancellation (RBMC) is to augment the
small motion monitoring setup with a separate sensor that just senses the RBM. This can be
achieved, for example, by using a camera as the RBM sensor while the radar measures both
RBM and small motion. For muscle activity monitoring, specifically for the vastus lateralis
muscle, the camera can measure just RBM if the QR Code is placed on the knee. Subtracting the
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camera phase signal from the radar phase signal will result in a signal encoding just the small motion.

With Figure 7.1 and 7.2 below, we demonstrate that this can potentially work. Figure 7.1 shows
the Doppler frequency shift due to a speaker vibrating at 60 Hz while being moved back and forth
to introduce RBM over its vibratory small motion. The RBM starts at 5 s and it completely masks
the 60 Hz vibration. Figure 7.2 shows the Doppler shift after RBMC. Unlike in Figure 7.1, the 60 Hz
component can be seen for all time after RBMC. Figure 7.3 depicts the experimental setup used
to demonstrate this RBM cancellation. The platform on which the speaker is mounted is moved
by hand to introduce the RBM. The two cameras are used to measure just the RBM, using the
aforementioned QR Code approach, which is then subtracted from the radar phase signal.

Figure 7.1: Micro-Doppler signature of speaker vibrating at 60 Hz with random body motion (RBM).
The RBM is introduced by moving the speaker back and forth randomly.

7.2.2 Radar Camera Calibration
In Chapter 5 we discussed how the camera data can be related to the radar data for our rig. However,
this relation relied on geometric approximations of where the radar and cameras were relative to
each other. In future work, a data-driven approach, similar to [64] and [65] can be implemented for
a more accurate radar-camera calibration.

7.2.3 Signal Quality Assessment
In Chapter 3 we discussed that the radar phase signal is prone to artefacts when the range bin
signal has a very small magnitude. Artefacts in the radar phase signal degrade performance in our
applications of interest. Equation 3.23 tells us that the range bin signal will have a small magnitude
if the received chirp echo has a small magnitude. In [6], the radar is placed on a servo platform
which pans the radar until it faces the human in an orientation that gives optimal radar signal quality.

In future work, we recommend similarly moving the radar-camera rig to improve performance
of our system. This would lead to huge benefits as we observed that the quality of the received
chirp echoes was very sensitive to the relative radar-participant orientation especially for heart rate
estimation, as so did [6]. However, instead of using the Peak To Average (PTA) metric as a measure
of radar phase signal quality as in [6], we propose using the sigmoid of the magnitude of the range bin

62



Figure 7.2: Micro-Doppler signature of the speaker after RBM cancellation. The cancellation is
achieved by subtracting a camera phase signal from the radar phase signal. The camera phase
signal encodes only RBM while the radar phase signal encodes both RBM and small motion.

signal as a measure of radar phase signal quality. We observed this metric to be a reliable measure
of the quality of the radar signal.

7.2.4 Participant Tracking
Our small motion monitoring approach assumes that the target remains within one range bin. This
is reasonable for the motions we are interested in here. However, we may also want to monitor
these small motions for participants moving around freely.

For future work, we recommend extending our approach to enable the tracking and monitoring of
small motions for mobile participants. To achieve this, we propose not only estimating the target’s
range only for the first received chirp echo but estimating the range on every received chirp and
then looking in the appropriate range bin for the phase sample. Alternatively, if the varying range
of the target is known, say from another range sensor, then the radar phase signal can be computed
using Equation 3.27 with the beat frequency, fb, updated using the range information.

7.2.5 Robust Heart Rate Estimation
In Chapter 4, on heart rate estimation with radar, we mentioned that the frequency associated with
the breathing rate had harmonics, as also observed in [16], [20], [55] and [56]. These harmonics can
be misconstrued as the frequency corresponding to the heart rate.

In the future, this challenge could be overcome by devising a model that would enforce some
temporal continuity in the heart rate estimates. For example, a Hidden Markov Model (HMM)
could be used to track continuity or capture temporal dependencies in the sequential data.

7.3 Conclusions
The current state of the art for monitoring heart rate is electrocardiography (ECG), while that
for monitoring muscle activity is electromyography (EMG). Both are contact-based approaches
that are uncomfortable, expensive, time-consuming, and require a good understanding of anatomy,
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Figure 7.3: A speaker playing a 60 Hz tone is placed on top of a wooden platform. Pasted on the
platform is a QR Code. The platform is moved back and forth by hand to corrupt the vibratory
motion perceived by the radar with RBM. The two cameras measure just the RBM by making use
of the QR Code.

for example, for electrode placement. Our non-contact approach addresses all these challenges.
Furthermore, radar and cameras have complementary strengths. Radar can penetrate clothing, is
insensitive to lighting conditions, and raises no privacy concerns. On the other hand, cameras are
ubiquitous, very easy to use, and already used for many purposes.

In this dissertation, we presented the theory of a radar- and camera-based small motion moni-
toring approach with clear mathematical models and justifications. By complementarily using radar
and cameras in the way we did, we believe other interesting problems can be explored. We demon-
strated how the single theory we presented can be used to estimate heart rate and respiration rate
and monitor muscle activity without contact. In all our applications, we achieve performance compa-
rable to the current state of the art. To the best of the author’s knowledge, our approach is the first
to measure the characteristic dimensional changes of muscles in vivo and without contact. Finally,
we highlighted the important limitations of our work, together with potential ways to address them
in the future.
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